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Abstract

Quantum information processors need to be protected against errors and faults. One of the most widely considered fault-tolerant architecture is based on surface codes. While the general principles of these codes are well understood and basic code properties such as minimum distance and rate are easy to characterize, a code’s average performance depends on the detailed geometric layout of the qubits. To date, optimizing a surface code architecture and comparing different geometric layouts relies on costly numerical simulations. Here, we propose a benchmarking algorithm for simulating the performance of surface codes, and generalizations thereof, that runs in linear time. We implemented this algorithm in a software that generates performance reports and allows to quickly compare different architectures.

1 Introduction

If topological codes are good candidates to support the architecture of a fault-tolerant quantum computer, the exact design of this architecture remains to be determined. Comparing the performance of different quantum computing architectures is a costly and time-consuming task that necessitates extensive numerics and is often restricted to relatively small system sizes, smaller than what is of practical interest. For instance, for generic stabilizer codes, verifying whether a residual Pauli error after correction is harmful or not requires $O(nk)$ operations where $n$ is the number of physical qubits and $k$ is the number of logical qubits. For surface codes, the standard decoding algorithm \cite{1, 2, 3} requires $O(n^3)$ operations. These costs are further increased when the noise model also incorporates gate
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and measurement errors, along with the associated error propagation. For instance, the numerical study carried in [4] consumed 1000 days of CPU time and those of [5] cost 100 000 days of CPU time.

Here, we propose a numerical tool to quickly assess and compare the efficiency of different surface code layouts. The basic idea is to consider a simplified noise model which provide an insight on the performance of quantum error correcting codes at a low cost. Though simplified, the noise model is realistic and provide insight for fault-tolerant quantum computing due to its similarities with standard noise models such as the depolarizing channel. Roughly speaking, this strategy allows us to quickly discriminate between very good codes and bad codes. Once the best candidates have been identified, more expensive numerics can be realized to select the best structure in a restricted list of candidates.

The simplified noised model considered in this work is the quantum erasure channel. Despite its simplicity, the decoding problem for stabilizer codes over this channel corresponds to solving a linear system which has in general a cubic complexity. Achieving a linear time benchmarking is therefore non-trivial. We obtained this result for generalized surface codes by studying a notion of induced homology. Roughly, to determine if an erasure is correctable, we need to know if the set of erased qubits covers a logical error, that is a non-trivial cycle. This is done by computing the rank of the homology group covered by the erased edges. If this rank is trivial then the erasure can be corrected and we do not need to run a decoder to learn this.

Our method can be applied to any surface code, irrespectively of the genus, with or without boundaries and where boundaries can be of any type, open, closed or partially open and partially closed [6]. We apply this benchmarking tool to two extreme cases. First, we consider hyperbolic codes. These surface codes are of particular interest for their constant rate, i.e., they require only a constant number of physical qubits per logical qubit. Monte-Carlo simulation of their performance is especially hard due to the fact that they exhibit important finite-size effects. Our numerical tool is able to easily simulate the performance of hyperbolic codes up to length larger than $n = 100000$, encoding more than $k = 10000$ qubits. In contrast, previous numerical studies of hyperbolic codes were limited to about 1000 physical qubits in the case of Pauli noise [7]. Second, we consider the performance of planar code architectures resulting from different layouts for the physical qubits. This is motivated by recent and ongoing experimental progress towards the realization of these architectures. We propose a software that generates performance reports for planar architectures and allows to compare different families of codes. Our software is available online:

http://quantum-squab.com

We also note that historically, the erasure channel has play a central role in the development of classical error-correcting codes. It is through the study of the erasure channel, and in particular the design of decoding algorithms which perform optimally under erasures, that capacity achieving and efficiently decodable codes were designed [8].
This article is organized as follows. The properties of generalized surface codes are recalled in Section 2 and the noise model is described in Section 3. We review the decoding problem for the quantum erasure channel in Section 4. Our main result is a simple homological characterization of correctable erasures which is stated in Section 5 and proven in Section 6 through the study of a notion of induced homology. Relying on this characterization of correctable erasures, Section 7 proposes a fast benchmarking algorithm for generalized surface codes and Section 8 presents two applications.

2 Generalized surface codes

Surface codes were introduced by Kitaev [9] as quantum error correcting codes defined by local constraints on qubits placed on a closed surface, i.e. a surface without boundaries. Locality makes surface codes particularly appealing for fault-tolerant quantum computing [1, 10, 11, 12, 13] as local measurements are sufficient to detect and correct errors corrupting encoded states. Moreover, a large class of gates can be applied to encoded states in an intrinsically robust (topological or transversal) manner.

Kitaev’s idea was generalized in two different ways which leads to a fully planar design, much simpler for practical realizations. Bravyi and Kitaev defined code on a plane using two distinct kind of boundaries: open or closed [14]. Freedman and Meyer generalized this construction to punctured surfaces [15]. The formalism of [6] further generalizes Kitaev construction and these two extensions by authorizing any surface with or without punctures and where any boundary along these punctures is an alternate sequence of open or closed paths. Our benchmarking algorithm applies to this whole family of surface codes that we refer to as generalized surface codes.

We now specify the kind of combinatorial surfaces that are used, thereby laying out the notation for the rest of this paper. We consider a cellulation of a surface, that is a surface formed by a set of faces glued together along their edges. We denote this combinatorial surface by the triple \((V, E, F)\) where \(V\) is the vertex set, \(E\) is the edge set and \(F\) is the face set of the cellulation. We assume that \(V\) is a finite set. An edge \(e \in E\) is represented as a pair of vertices, called its endpoints and a face \(f \in F\) is a subset of edges, these edges are said to be on the boundary of the face \(f\). Some edges belong to two faces and some edges belong to a single face; the latter form the boundary of the surface. The set of boundary edges is denoted by \(\partial E\) and their endpoints are called boundary vertices, denoted by \(\partial V\). Each edge on the boundary will be declared to be either open or closed. This induces a partition of the boundary \(\partial E = \partial_O E \cup \partial_C E\) where the subscripts \(O\) and \(C\) refers to open and closed edges. The two endpoints of an open edge are declared to be open, producing a similar partition of the boundary vertices \(\partial V = \partial_O V \cup \partial_C V\). A special role is played by the set of non-open edges and non-open vertices that we denote by \(\hat{E}\) and \(\hat{V}\) respectively. Two examples are shown in Figure 1 and Figure 2.

In order to construct a quantum error-correcting code from a combinatorial surface \(G = (V, E, F)\), we place a qubit on each non-open edge of \(G\). This leads to a Hilbert space
Figure 1: A surface of genus 2 (with 2 handles) punctured with 5 holes. Dotted lines denote open boundaries.

\( H = \bigotimes_{e \in E} \mathbb{C}^2 \). Denote by \( X_e \), respectively \( Z_e \), the Pauli operator acting as the Pauli matrix \( X \), respectively \( Z \), on the qubit indexed by \( e \) and as the identity on all other qubits. Then

**Definition 2.1.** The surface code associated with the surface \( G = (V, E, F) \) is defined to be the ground space of the Hamiltonian

\[
H = - \sum_{v \in V} X_v - \sum_{f \in F} Z_f
\]

where

\[
X_v = \prod_{e \in E_v} X_e \quad \text{and} \quad Z_f = \prod_{e \in F_f} Z_e.
\]

When the surface \( G \) has no boundaries, this definition coincides with Kitaev’s original construction. When the surface has only closed boundaries this is Freedman and Meyer’s generalization. Finally, we recover Bravyi and Kitaev’s planar codes when the surface is a sphere with a single puncture.

Figure 2: A planar square lattice punctured with a closed hole, an open hole and a hole that is partially closed and partially open.

Surface codes are a subclass of stabilizer codes [16]. The group generated by the operators \( X_v \) and \( Z_f \) that form the Hamiltonian in Definition 2.1 is denoted by \( S \) and is
called the stabilizer group of the code. Any operator of $S$ acts trivially on the ground state of the Hamiltonian, that is on encoded states. These operators are called the stabilizers of the code.

Error correction for surface codes is based on measurement of the operators $X_v$ and $Z_f$ defining the Hamiltonian. A non-trivial outcome indicates the presence of an error since the ground space, i.e. the code, is fixed by these operators. When an error $E$ occurs, the outcome of the measurement of the stabilizer generators is called the syndrome of the error $E$. It is represented as a vector $\sigma(E)$ whose components are the measurement outcomes of all the operators $X_v$ and $Z_f$. Then, the decoder estimates the error which corrupts the state given its syndrome.

## 3 Noise model

While fault-tolerant architecture are traditionally benchmarked using the depolarizing channel, we choose the erasure channel [17, 18] in order to make substantial computational savings. Qubit erasure (or leakage out of the qubit subspace) is often a relevant source of error in different physical realizations. Moreover, performance benchmarks obtained from the erasure channel often share some general trends and features as those obtained from more complex channels. In particular, the erasure channel share many features with the widely studied depolarizing channel. Roughly speaking, an architecture which performs poorly in the presence of erasures will generally also have poor performances with other type of errors. This strategy allows us to quickly identify architectures that are unlikely to perform well in a realistic environment at a very low computational cost.

Under the action of the quantum erasure channel of erasure probability $p$, each qubit is erased (i.e. lost) with probability $p$, independently of the other qubits. When a qubit is erased, it is replaced by a qubit in a maximally mixed state. Equivalently, we can consider that this qubit is subjected to a random Pauli error $I, X, Y$ or $Z$ chosen uniformly. In most experimental settings, the location of a lost qubit can be measured easily, therefore we assume that the decoding algorithm has prior knowledge of the location of erased qubits. This stabilizer description of the quantum erasure channel is well adapted to the study of stabilizer codes. It also emphasizes the ressemblance with the depolarizing channel. An erased qubit is a completely depolarized qubit, the only difference is the knowledge of the erased positions.

We will use a $n$-bit vector, $\mathcal{E} \in \mathbb{F}_2^n$, to represent an erasure on $n$ qubits, i.e. the $i$-th component of the vector $\mathcal{E}$ is $\mathcal{E}_i = 1$ if the $i$-th qubit is lost and is $\mathcal{E}_i = 0$ otherwise. By definition, the probability of a given erasure pattern $\mathcal{E}$ is $\mathbb{P}(\mathcal{E}) = p^{|\mathcal{E}|}(1-p)^{n-|\mathcal{E}|}$. Each qubit in the support of $\mathcal{E}$ is corrupted by a random Pauli matrix. This means that the $n$-qubit state is affected by a random Pauli operator $E$ chosen uniformly among the $4^{|\mathcal{E}|}$ errors acting non-trivially only on the support of $\mathcal{E}$. We denote this condition by $E \subset \mathcal{E}$ and we say that the erasure $\mathcal{E}$ covers the Pauli error $E$. The fact that all Pauli errors which satisfy $E \subset \mathcal{E}$ are equally likely plays a crucial role in our benchmarking procedure.
To summarize

**Definition 3.1.** An $n$-qubit erasure is defined to be a pair $(\mathcal{E}, E)$ where $\mathcal{E} \in \mathbb{F}_2^n$ is chosen with probability $\mathbb{P}(\mathcal{E}) = p^{n|\mathcal{E}|}(1 - p)^{n-|\mathcal{E}|}$ and $E$ is uniformly distributed among errors $E \subset \mathcal{E}$ covered by $\mathcal{E}$.

A state $|\psi\rangle$ which is subjected to such an erasure $(\mathcal{E}, E)$ is mapped onto the state $E|\psi\rangle$. The indicator vector $\mathcal{E}$ is known. The syndrome of the error $E$ can be measured.

Lastly, we note that our benchmarking method is suited for noise models where $\mathbb{P}(\mathcal{E})$ is not independent and identically distributed (i.i.d.), but only consider the i.i.d. case here for simplicity.

### 4 Correction of erasures

We wish to recover a code state $|\psi\rangle$ which suffers from an erasure $(\mathcal{E}, E)$. We assume that the erasure pattern $\mathcal{E}$ is known exactly, as well as the syndrome vector $s = \sigma(E)$. By definition, errors that belong to the stabilizer group $S$ have no effect on encoded states. Ideally, we would like to determine a most likely coset, $\tilde{E} \cdot S$, of an error $\tilde{E}$ from the knowledge of the syndrome $s$ of the error, with the additional information $\tilde{E} \subset \mathcal{E}$. That is a coset $\tilde{E} \cdot S$ maximizing the conditional probability $\mathbb{P}(\tilde{E} \cdot S | \mathcal{E}, s)$. This strategy, called maximum likelihood decoding, is optimal.

A striking difference between depolarizing errors and erasures is the following dichotomy between erasures that are either easy to correct or impossible to correct. Namely, there are two kinds of erasure patterns $\mathcal{E}$ which are very different with respect to the maximum likelihood decoding. The first class is trivial to correct, whereas the optimal decoder is bound to fail with a probability at least $1/2$ on erasures from the second class (see for instance [19] for a proof).

**Proposition 4.1.** Any erasure pattern $\mathcal{E} \in \mathbb{F}_2^n$ satisfies one of the two mutually exclusive properties:

1. $\mathcal{E}$ does not cover a non-trivial logical error. Then for every syndrome $s$ of an error $E \subset \mathcal{E}$, there exists a unique coset $\tilde{E} \cdot S$ with non-zero probability $\mathbb{P}(\tilde{E} \cdot S | \mathcal{E}, s)$ and $\tilde{E} \cdot S = E \cdot S$.

2. $\mathcal{E}$ covers a non-trivial logical error. Then for every syndrome $s$ of an error $E \subset \mathcal{E}$, there exists at least two distinct most likely cosets $\tilde{E} \cdot S$ and $\tilde{E}' \cdot S$.

An erasure $\mathcal{E}$ satisfying the first condition is said to be correctable whereas the second condition defines uncorrectable erasures. To correct an erasure $(\mathcal{E}, E)$ of the first type, it suffices to return any estimation $\tilde{E} \subset \mathcal{E}$ which has the same syndrome. Then, $\tilde{E}$ and $E$ have necessarily the same effect on the code, which proves that we correctly identified the error which occurs. On the hand, for an uncorrectable erasure, even an optimal decoder is no better than a random guess that fails at least half of the time.
5 Characterizing uncorrectable erasures

First, we translate the characterization of correctable erasures of Proposition 4.1 into a graphical language. Then, we propose a graphical characterization of uncorrectable erasures, stated in Theorem 5.2 and later proved in Section 6.

Recall that a relative cycle of a surface $G$ is defined to be a subset of non-open edges, say $\gamma$, such that every non-open vertex of $G$ is incident to an even number of edges in $\gamma$. Few examples of cycles are a closed path, a disjoint union of closed paths but also a path connecting two open vertices. A cycle is said to be homologically trivial, or simply trivial, if it is the non-open boundary of a subset of faces of $G$. By non-open boundary, we mean the set of non-open edges on the boundary of a region. Otherwise such a cycle is called non-trivial.

In order to apply Proposition 4.1, we must identify graphically non-trivial logical errors, that is errors of syndrome zero that act non-trivially on the code. The syndrome of a $Z$-error is given by the measurement of the operators $X_v$ associated with non-open vertices. These measurements return the parity of the number of $Z$-errors incident to a non-open vertex $v$. Therefore, by definition of relative cycles, a $Z$-error has trivial syndrome if and only if its support is a relative cycle of $G$. Only some of these errors have a non-trivial action on encoded states. For instance, any stabilizer generator $Z_f$, whose support is the boundary of the face $f$ has syndrome zero but it also acts trivially. So does any $Z$-stabilizer which is supported on the boundary of a region. Logical errors acting non-trivially on encoded states correspond to non-trivial cycles of the graph [6]. A similar argument can be made for $X$-errors, but using the dual graph.

Proposition 5.1. An erasure $(\mathcal{E}, E)$ is correctable if and only if $\mathcal{E}$ does not cover a non-trivial cycle in the tiling $G$ or in its dual $G^*$.

This proposition is the combined conclusion of the description of logical operators for generalized surface codes [6] and Prop. 4.1. The notion of dual considered in this article is the generalized dual introduced in [6].

We must therefore find a strategy to determine if an erased pattern $\mathcal{E}$ covers a non-trivial homology in the graph $G$. A similar argument will then be applied to its dual. Our main result is Theorem 5.2 on which we rely to determine the number of homologically non-trivial cycles covered by an erasure $\mathcal{E}$ in a surface $G$. If this number is non-zero, the erasure covers at least one non-trivial cycle and is thus uncorrectable.

In what follows, $G^*$ is the dual cellulation of $G^*$. For $\mathcal{E} \subset \mathcal{E}$, denote by $\bar{\mathcal{E}}$ the complementary of the set $\mathcal{E}$ in $\mathcal{E}$. By duality, this set can also be regarded as a subset of edges of the dual graph $G^*$. Then define the graph $G_{\bar{\mathcal{E}}}^*$ as the subgraph of $G^*$ of vertex set $V^*$ and edge set $\bar{\mathcal{E}}$. The notation $\kappa_X(H)$ (respectively $\kappa_{\bar{X}}(H)$) refers to the number of connected components of the graph $H$ containing at least one element of the set $X$ (respectively no elements of the set $X$). For instance, $\kappa_{\bar{\partial}_\mathcal{O}}(H)$ is the number of connected components of $H$ containing no open vertex. The graph $H_{\mathcal{E}}$ is the subgraph of $H = (V, E)$ with the same vertex set $V$ but with edge set $\mathcal{E}$. 
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In order to state our main result which provides a characterization of correctable erasures, let us introduce the following notation

\[ h_1(G, \mathcal{E}) = |\mathcal{E}| - |\hat{\mathcal{V}}| + \kappa_{\partial \hat{\mathcal{V}}}(G_{\mathcal{E}}) - \kappa_{\partial \hat{\mathcal{V}}^*}(G_{\mathcal{E}}^*) + \kappa_{\partial \mathcal{C}}(G_{\mathcal{E}}) \]

where \( G \) is a surface and \( \mathcal{E} \subset \hat{\mathcal{E}} \) is a subset of non-open edges of \( G \). We will also make use of \( h_1(G^*, \mathcal{E}^*) \) where \( G^* \) is the dual cellulation and \( \mathcal{E}^* \) is the subset of non-open edges of the dual graph corresponding to the edges of \( \mathcal{E} \subset \hat{\mathcal{E}} \).

**Theorem 5.2.** Consider a tiling \( G \) and a subset \( \mathcal{E} \subset \hat{\mathcal{E}} \) of its edge set. The erasure \( \mathcal{E} \) is correctable if and only if \( h_1(G, \mathcal{E}) + h_1(G^*, \mathcal{E}^*) = 0 \).

This formula may appear complicated, however it only involves quantities that can be computed in linear time. Indeed, finding the number of vertices, edges or the number of connected components of a graph has a linear cost. More precisely, \( h_1(G, \mathcal{E}) > 0 \) if and only if \( \mathcal{E} \) covers a logical \( Z \)-error whereas \( h_1(G^*, \mathcal{E}^*) > 0 \) detects logical \( X \)-errors covered by \( \mathcal{E} \). We can therefore also analyze the performance of the code to correct only \( X \)-errors or only \( Z \)-errors.

The number \( h_1(G, \mathcal{E}) \) is the dimension of the homology group \( H_1(G_{\mathcal{E}}) \) covered by the edges of \( \mathcal{E} \). This group is formally defined in Section 6 where Theorem 5.2 is proven. Roughly speaking, \( h_1(G, \mathcal{E}) \) counts the number of independent non-trivial cycles covered by the erasure \( \mathcal{E} \).

### 6 Induced homology

The purpose of this section is to prove Theorem 5.2. Our basic idea is to study the homology covered by an erasure \( \mathcal{E} \).

First let us recall the definition of the chain complex \( C_2 \xrightarrow{\partial_2} C_1 \xrightarrow{\partial_1} C_0 \) defining homology in a surface \( G = (V, E, F) \) with open and closed boundaries. We use the notation of [6]. For a more complete reference about homology see for instance [20, 21]. This chain complex is a triple of \( \mathbb{F}_2 \)-linear spaces equipped with \( 2 \mathbb{F}_2 \)-linear maps. The spaces \( C_0, C_1, C_2 \) are respectively the formal sum of non-open vertices, non-open edges and faces with binary coefficients, that is

\[ C_0 = \bigoplus_{v \in V} \mathbb{F}_2 v, \quad C_1 = \bigoplus_{e \in E} \mathbb{F}_2 e, \quad C_2 = \bigoplus_{f \in F} \mathbb{F}_2 f. \]

For instance a vector of \( C_2 \) is a sum \( \sum_{f \in F} \lambda_f f \) with \( \lambda_f \in \mathbb{F}_2 \). The map \( \partial_2 \) associates with a face \( f \) the sum of the non-open edges living on its boundary and \( \partial_1 \) associates with an edge the sum of its non-open endpoints. For instance, if \( \mathcal{E} = \{ e_1, \ldots, e_m \} \) is a face and if \( e_m \) is its only open edge then \( \partial_2(\mathcal{E}) = \sum_{i=1}^{m-1} e_i \subset C_1 \). Let us now connect this formalism with the definition of relative cycles and homologically trivial cycles introduced in the previous section. Any vector \( x \) of \( C_1 \) is the indicator vector of a subset \( \gamma_x \) of non-open edges of \( G \).
We can easily see that this subset $\gamma_x$ is a relative cycle if and only if $x$ is in the kernel of the map $\partial_1$. Moreover, it is homologically trivial if and only if $x$ belongs to the image of the map $\partial_2$. Henceforth, we will denote the support of an error by one of its two equivalent forms – a subset of non-open edges of $G$, or a vector of $C_1$, depending upon the context. The size of the set of non-trivial cycles can be measured by the size of the first homology group with binary coefficients $H_1(G) = \ker \partial_1 / \im \partial_2$. It is the set of relative cycles up to boundaries. Cycles whose coset is non-trivial in this quotient are exactly non-trivial cycles. This quotient is well defined since the composition of the 2 boundary maps is trivial. Our goal is to introduce a generalization of this homology group that would count the number of non-trivial cycles covered by a subset of edges $\mathcal{E} \subset \hat{E}$.

In order to define the homology group induced by the subgraph $G_{\mathcal{E}}$, we introduce the following chain spaces

$$C_0^\mathcal{E} = C_0, \quad C_1^\mathcal{E} = \bigoplus_{e \in \mathcal{E}} \mathbb{F}_2 e, \quad C_2^\mathcal{E} = \partial_2^{-1}(C_1^\mathcal{E}).$$

equipped with the restrictions $\partial_1^\mathcal{E}$ and $\partial_2^\mathcal{E}$ of $\partial_1$ and $\partial_2$ to $C_1^\mathcal{E}$ and $C_2^\mathcal{E}$. By construction, these transformations inherit the structure of chain complex of $\partial_2, \partial_1$, i.e. they satisfy $\partial_1^\mathcal{E} \circ \partial_2^\mathcal{E} = 0$. Subsequently, we have $\im \partial_2^\mathcal{E} \subset \ker \partial_1^\mathcal{E}$, allowing to define the induced homology group as follows.

**Definition 6.1.** Let $\mathcal{E} \subset \hat{E}$ be a subset of the non-open edges of a surface $G$. The first homology group induced by $\mathcal{E}$, denoted by $H_1(G_{\mathcal{E}})$, is the quotient space

$$H_1(G_{\mathcal{E}}) = \ker \partial_1^\mathcal{E} / \im \partial_2^\mathcal{E}.$$

By definition, the elements of $\ker \partial_1^\mathcal{E}$ are the cycles of $G$ that are included in the subset $\mathcal{E}$ and elements of $\im \partial_2^\mathcal{E}$ are the boundaries or trivial cycles included in $\mathcal{E}$. This quotient is trivial if and only if every cycle of $G$ covered by $\mathcal{E}$ is a trivial cycle.

The induced homology group $H_1(G_{\mathcal{E}})$ considered here, just like the homology group of the surface, is equipped with a structure of $\mathbb{F}_2$-linear space. The following proposition allows us to compute the dimension of this group. Theorem 5.2 is an immediate application of this proposition. Namely, there exists a non-trivial cycle covered by the erasure $\mathcal{E}$ if and only if the group $H_1(G_{\mathcal{E}})$ is non-trivial, that is if and only if its dimension is non-zero.

**Proposition 6.2.** Let $\mathcal{E} \subset \hat{E}$ be a subset of the non-open edges of a surface $G$. Then, we have

$$\dim H_1(G_{\mathcal{E}}) = |\mathcal{E}| - |V| + \kappa_{\partial_0 \nu}(G_{\mathcal{E}}) - \kappa_{\partial_0 \nu}(G_{\mathcal{E}})^1 + \kappa_{\partial_2 E}(G).$$

Recall that $\kappa_X(H)$ (respectively $\kappa_X(H)$) was defined before Theorem 5.2 as the number of connected components of the graph $H$ containing at least one element of the set $X$ (respectively no elements of the set $X$).

For a connected closed surface that is orientable of genus $g$ with $\mathcal{E} = E$, we recover the standard formula $\dim H_1(G_{\mathcal{E}}) = -|V| + |E| - |F| + 2 = 2g$. Therein, we used $\kappa_{\partial_2 E}(G_{\mathcal{E}}) = |F|$, and $\kappa_{\partial_0 \nu}(G_{\mathcal{E}}) = \kappa_{\partial_2 E}(G) = 1$. At the other extreme, when $\mathcal{E} = \emptyset$, we find $\dim H_1(G_{\mathcal{E}}) = 0$ as expected.
Proof. By definition, the dimension of $H_1(G_\varepsilon)$ is given by $\dim \ker \partial_1^\varepsilon - \dim \im \partial_2^\varepsilon$. The space $\ker \partial_2^\varepsilon$ is the cycle space of the open graph $G_\varepsilon = (V, \mathcal{E})$ with open-vertex set $\partial_0 V$. Its dimension was computed in Proposition 4.1 of [6]:

$$\dim \ker \partial_1^\varepsilon = |\mathcal{E}| - |\bar{V}| + \kappa_{\partial_0 V}(G_\varepsilon). \tag{1}$$

Our next task is to determine the dimension of the image of the map $\partial_2^\varepsilon : C_2^\varepsilon \to C_1^\varepsilon$. We first compute the dimension the space $C_2^\varepsilon$.

Step 1. Dimension of $C_2^\varepsilon$: First, let us describe the vectors of $C_2^\varepsilon$. By definition, a sum $\sum_{f \in I} f$, where $I \subset F$, belongs to $C_2^\varepsilon$ if and only if the vector $\partial_2(\sum_{f \in I} f)$ of $C_1$ is the indicator vector of a set of edges included in $\mathcal{E}$, i.e. a vector of the form $\sum_{e \in A} e$ where $A$ is a subset of $\mathcal{E}$. Using $\partial_2(\sum_{f \in I} f) = \sum_{f \in I} \partial_2(f)$, we obtain the characterization: $\sum_{f \in I} f \in C_2^\varepsilon$ if and only if

(i) any edge of the set $\bar{\mathcal{E}} = \bar{E} \setminus \mathcal{E}$ appears on the boundary $\partial_2(f)$ of 0 or 2 faces $f$ of $I$.

To simplify this condition let us introduce the subgraph $G_\varepsilon^* = (V^*, \bar{\mathcal{E}})$ of $G^*$ induced by the edges of $\bar{\mathcal{E}}$. The set $I \subset F$ corresponds to the subset $I^* = \{v_f \in V^* \mid f \in I\}$ of the vertex set of $G_\varepsilon^*$. Then criterion (i) takes the form $\sum_{f \in I} f \in C_2^\varepsilon$ if and only if

(ii) any edge of $\bar{\mathcal{E}}$ is incident to either 0 or 2 vertices of $I^*$ in the graph $G_\varepsilon^*$.

This implies that whenever $I^*$ contains a vertex $v$ of $G_\varepsilon^*$, it contains all its neighbors in $G_\varepsilon^*$, but also the neighbors of its neighbors. Therefore, in order to respect (ii), $I^*$ must contain the whole connected component of the vertex $v$. Moreover, since $I^*$ is composed exclusively of non-open vertices of $G_\varepsilon^*$, if the connected components of $v$ satisfies (ii), it cannot contain any open vertex. Conversely, such a connected component clearly satisfies (ii). This leads to the new characterization: $\sum_{f \in I} f \in C_2^\varepsilon$ if and only if

(iii) $I^*$ is a union of connected components of the graph $G_\varepsilon^*$ containing no open vertices.

Given $\mathcal{E}$, write $(C_j^\varepsilon)_{j \in J}$, for some finite set $J$, the set of connected components of $G_\varepsilon^*$ containing no open vertices $v \in \partial_0 V^*$ and denote by $C_j$ the corresponding subsets of faces in $G$. The characterization (iii) proves that the vectors of the $C_2^\varepsilon$ are of the form

$$\sum_{j \in J} \lambda_j \left( \sum_{f \in C_j} f \right), \tag{2}$$

for some family of binary coefficients $\lambda_j \in \mathbb{F}_2$. Since the vectors $\sum_{f \in C_j} f$ are linearly independent, they form a basis of the linear space $C_2^\varepsilon$. In other words, we just showed that the dimension of $C_2^\varepsilon$ is

$$\dim C_2^\varepsilon = \kappa_{\partial_0 V^*}(G_\varepsilon^*) \tag{3}$$

which is the number of connected components of the graph $G_\varepsilon^*$ containing no open vertices.
Step 2. **Dimension of $\text{Im} \partial_2^E$:** We are now in position to compute the dimension of the kernel and then the dimension of the image of the application $\partial_2^E$. For a vector of $C_2^E$ given by Eq (2), being in the Kernel of $\partial_2^E$ is equivalent to have

$$\sum_{j \in J} \lambda_j \partial_2^E \left( \sum_{f \in C_j} f \right) = 0$$

(4) in $C_2^E$. To simplify, denote by $\partial_2^E(C_j)$ the term $\partial_2^E \left( \sum_{f \in C_j} f \right)$ which represents the set of non-open edges on the boundary of the $j$-th component.

Assume first that the graph $G$ is a connected graph with no closed boundaries $e \in \partial_C E$, then both $G^*$ and $G_{\bar{E}}^*$ have no open vertices. Thus all the connected components of $G_{\bar{E}}^*$ satisfy criterion (iii). Moreover an edge of $\mathcal{E}$ cannot belong to a single set $\partial_2^E(C_j)$ otherwise it would be a closed-boundary edge. Therefore, we get $\sum_{j \in J} \partial_2^E(C_j) = 0$, providing an element $\sum_{j \in J} \sum_{f \in C_j} f$ of the kernel. This is the only non-trivial vector of Ker $\partial_2^E$ since removing any component $C_i$ introduces a non-open edge of $\mathcal{E}$ that belongs to a single component $C_j$ with $j \neq i$. This forbids another relation of the form of Eq.(4). Hence, the space ker $\partial_2^E$ has dimension 1 and the dimension of the image of $\partial_2^E$ is given by

$$\dim \text{Im} \partial_2^E = \kappa_{\partial_C \mathcal{V}^*}(G_{\bar{E}}^*) - 1.$$  

We found the dimension of ker $\partial_2^E$ assuming that $G$ is connected and has no closed boundary. Now, consider that $G$ is connected but containing an edge $e \in \partial_C E$. Either no components of $G_{\bar{E}}^*$ pass criterion (iii) or there exists an edge $e \in \mathcal{E}$ that belongs to a single component satisfying this criterion. In both cases the kernel of $\partial_2^E$ is trivial and the space Im $\partial_2^E$ has dimension

$$\dim \text{Im} \partial_2^E = \kappa_{\partial_C \mathcal{V}^*}(G_{\bar{E}}^*).$$

Applying one of the two possible dimension formulas for Im $\partial_2^E$ to each of the connected components of $G$, we find

$$\dim \text{Im} \partial_2^E = \kappa_{\partial_C \mathcal{V}^*}(G_{\bar{E}}^*) - \kappa_{\partial_C E}(G).$$

(5)

The theorem follows from Eq.(1) and (5).

7 **Benchmarking algorithm**

The performance of quantum error correcting codes are usually estimated by Monte-Carlo simulation. In standard error correction benchmarking, the following steps are repeated a large number of times.

(i) Generate a random error $E$. 

(ii) Compute the associated syndrome $\sigma(E)$

(iii) Use a decoder to estimate the error from its syndrome.

(iv) Check if the estimation is equivalent to the original error up to a stabilizer.

The cost of (iii) depends on the complexity of the decoder being used. For instance, it is $O(n^3)$ for the standard minimum weight perfect matching decoder for a depolarizing noise. In general, decoding over the quantum erasure channel corresponds to solving a linear system which would lead to a cubic complexity as well. The complexity of the step (iv) is usually $O(kn)$ where $k$ is the number of logical operators.

In our scheme we directly determine whether the optimal decoder will succeed or not without actually running the decoder and checking its results. This allows us to replace steps (ii) to (iv) by a single step which has a linear-time complexity. Algorithm 1 is the main routine of our benchmarking algorithm. It takes as an input a combinatorial surface $G$, its dual $G^*$ and an erasure $\mathcal{E}$ and it tells us whether this erasure is correctable or not for the surface code associated with $G$. The key ingredient of this algorithm is Theorem 5.2.

Algorithm 1 Benchmarking main routine

Require: A tiling $G = (\hat{V}, \hat{E}, F)$ and its dual $H = G^* = (\hat{V}^*, \hat{E}^*, F^*)$, an erasure $\mathcal{E}$.
Ensure: Determine whether $\mathcal{E}$ is correctable for the surface code based on $G$.

1: Compute $h_1(G, \mathcal{E})$ and $h_1(G^*, \mathcal{E}^*)$
2: If $h_1(G, \mathcal{E}) + h_1(G^*, \mathcal{E}^*) > 0$, return uncorrectable.
3: Else return correctable.

The computation of the size $|\mathcal{E}|$ of the erasure and the number of vertices $|\hat{V}|$ and $|\hat{V}^*|$ is obviously possible in linear time. It is also straightforward to determine the number of connected components of a graph in linear time. The conditions given by the subscripts of $\kappa$ do not make the problem any more difficult. The complexity of Algorithm 1 is linear.

8 Two applications of our benchmarking algorithm

8.1 Performance of hyperbolic codes

Our first application illustrates the efficiency of our algorithm, by simulating codes with a very large number of qubits. We consider hyperbolic surface codes [22, 23, 24, 25, 26, 7]. These codes are defined from tilings of manifolds of large genus and have the advantage of encoding a large number of qubits. Namely, encoding $k$ qubits with a growing minimum distance $d$ requires only $n = Ck$ physical qubits for some constant $C$. This induces a much lower overhead than with surface codes on square lattices.

These codes are known to have a threshold for depolarizing errors [27], however this property has never been observed numerically since it requires us to consider codes over a very large number of physical qubits.
Figure 3: Performance of two families of hyperbolic codes of varying length $n$. Left: Based on a $(6,6)$ self-dual lattice with rate $k/n \geq 1/3$ [25]. Right: Based on a trivalent lattices with faces of length 6 and 12 with rate $k/n \geq 1/9$ [24]. Generating the data took less than 1 day of CPU time.

Using our benchmarking algorithm, we are able to simulate the performance of hyperbolic codes of length up to $n = 100000$ encoding more than $k = 10000$ qubits and we observe a behavior that suggest a threshold for these codes. Note that these data were obtained in less than 1 day of CPU time. These performance are depicted in Figure 3. The first family is based on $(6,6)$ lattices, that is lattices with degree 6 vertices and hexagon faces, and was constructed in [25]. Our second example is made from 3-regular lattices with 2 types of faces, having length 6 and 12 [24]. The performance of similar codes was simulated by standard Monte-Carlo simulation for length up to $n = 1200$ in [7], and this size was too small to observe a clear threshold.

### 8.2 Benchmarking software for planar quantum computing architectures

Based on Algorithm 1, we implemented a software which estimates the performance of surface codes by homological benchmarking (Theorem 5.2). This software allows to

1. Construct and display any planar lattice with or without holes and with open and closed boundaries.
2. Plot the performance of corresponding surface code estimated by homological benchmarking.
3. Compare the performance of different codes by homological benchmarking.
The performance report generated contains the parameters of the code, the weight distribution of the measurement required, the performance for correction of $X$-error, $Z$-error and for correction of both types of error simultaneously. Our software, illustrated with different examples, can be downloaded online on the website:

http://quantum-squab.com

9 Concluding remarks

We proposed a fast algorithm to estimate the performance of generalized surface codes. Our strategy allows us to quickly analyze the robustness of a given layout of qubits, helping us to optimize quantum computing architectures based on surface codes. Note that we are able to probe the optimal performance of a surface code for error-correction without actually running a decoding algorithm. The homological tools developed here are actually not sufficient to design a decoder. We can determine whether or not an erasure is correctable by computing the number of logical errors covered by a given erasure but we cannot identify the error which occurs. In an upcoming work, a linear-time decoder for correcting erasures with generalized surface codes is proposed. A decoding algorithm for correction of erasures, based on measurement superplaquettes, obtained by fusioning faces of the tiling, was proposed by Barrett and Stace [28]. Beyond erasure, it allows to correct combination for Pauli errors and erasures but its complexity is clearly super-linear.

For future work, more complicated noise model could be considered. For instance, simulating the performance of surface codes against correlated erasures can also be done in linear time with the same approach. We may also extend our strategy to other families of codes. Natural candidates for this generalization are color codes [29] or surface codes with twist defects [30]. Twists enable a more direct fault-tolerant implementation of certain gates [31].

More generally, one may wonder if this benchmarking tool can be adapted to quantum Low Density Parity–Check (LDPC) codes [32]. In our quest for a good fault-tolerant architecture for quantum computing, LDPC codes are one of the most serious challenges for surface codes. Their main advantage over planar surface codes is that they could considerably reduce the overhead [33]. Only a constant number of physical qubit per logical qubit would be sufficient to ensure fault-tolerance. However, an indepth analysis of the performance of quantum LDPC code is missing. One of the main reason is that a good decoder is missing in general [32, 34, 35, 36]. Our benchmarking approach, which does not even require a decoding algorithm, provides an ideal framework for such a study, although preserving a linear cost seems difficult in general. We leave this question open for future work.
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