Practical characterization of quantum devices without tomography

Marcus P. da Silva
Raytheon BBN Technologies, Cambridge, Massachusetts, USA and
Département de Physique, Université de Sherbrooke, Sherbrooke, Québec, Canada

Olivier Landon-Cardinal and David Poulin
Département de Physique, Université de Sherbrooke, Sherbrooke, Québec, Canada
(Dated: April 19, 2011)

The complexity of quantum tomography experiments presents a major obstacle for the characterisation of even moderately large quantum information devices. Not only does the number of experimental settings grow exponentially with the number of qubits, but so does the running time for processing the data generated by these experiments. Part of the problem is that tomography generates much more information than is usually sought. Taking a more targeted approach, we demonstrate that it is possible to independently (i) verify the fidelity of an experiment to a theoretically ideal state or process, (ii) learn which quantum state or process within a reduced subset best matches the experimental data. Both these approaches yield a significant reduction in resources for both state and process tomography. In general this speed-up is quadratic, but for a number of special cases leading to universal quantum computation, we obtain exponential reduction in resources, as well as fidelity estimation experiments with resources which are independent of the system size.

I. INTRODUCTION

The building blocks for quantum computers have been demonstrated in a number of different physical systems [1–6]. In order to quantify how closely these demonstrations come to the ideal operations, the experiments are fully characterized via either quantum state tomography [7] or quantum process tomography [8], and then some distance measure between the estimated description of the experiment and the ideal target is computed. The main drawbacks of these approaches are that tomography fundamentally requires both experimental and data post-processing resources that increase exponentially with the number of particles $n$ [9]. Here we demonstrate that by using targeted approaches, it is possible to efficiently characterize a large class of states and operations—including some that are universal resources for quantum computation—completely circumventing these exponential costs while still using only local measurements. More generally, we show that it is possible to directly estimate the distance between the experimental implementation and the ideal description with significantly less resources than needed by tomography for any state or operation.

It is important to realize that the exponential cost of tomography is not a problem restricted to a large number of qubits. For example, recent ion trap experiments characterizing an 8 qubit state required 10 hours of measurements, despite collecting only 100 samples per observable [3]. Surprisingly, the post-processing of the data obtained from these experiments took approximately a week [10]. Under similar time scales, the characterization of a 16 qubit state would take years of measurements, and over a century of data post-processing. This is clearly a major obstacle in the demonstration of working quantum computers, even at sizes moderately larger than what has been demonstrated to date.

Moreover, one of the key assumptions for the fault-tolerance theorems of quantum computation is that the noise on elementary components does not scale with the system size [11]. Therefore, despite the fact that universal quantum computation can be realized with one- and two-qubit elementary operations, it is not sufficient to characterize small gates—larger systems may have significant noise contributions from correlated sources as seen in recent experiments [6]. The characterization of multi-qubit states and operations acting on the entire quantum computer provides crucial information for the verification of these assumptions, and therefore the development of large quantum information processors.

Part of the problem with the usual approach is that tomography often provides more information than what is truly sought. Given an experiment that prepares a quantum state represented by a density operator $\hat{\sigma}$, one usually extracts a complete description for $\hat{\sigma}$ via quantum tomography, and then compares this description to a theoretical state $\hat{\rho}$ by computing the fidelity $F(\hat{\rho}, \hat{\sigma})$—a single number. As this example illustrates, we often have an idea of what has been realized in the laboratory, so we are interested in asking for much less information—e.g., we only want to know the distance to some particular theoretical target, or to measure some entanglement witness, or to learn the identity of the state or operation within a restricted set of possibilities.

Our main results, summarized in Table I, show that some of these data can be extracted efficiently for a wide class of states and operations—including some that are universal resources for quantum computation—without resorting to tomography. Moreover, these schemes require only elementary experimental procedures, such as single qubit measurements and the preparation of product states. In particular, it shows that estimating the fidelity to some theoretical target always requires drastically less resources than full tomography—in some important cases, it is an exponential reduction in resources. Even in the worst case, our scheme offers three significant advantages for the characterization of quantum states:

1. Its computational cost is bounded by $n^{4^n}$, compared to $4^{4^n}$ required for the simplest tomography procedure based on pseudo-inverses.
2. The number of distinct experimental settings it requires is constant—indepen-
### TABLE I: Complexity of the characterization of various states and processes.

<table>
<thead>
<tr>
<th>States</th>
<th>Stabilizer</th>
<th>Sampling (1/1)</th>
<th>Estimations (1/2)</th>
<th>Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>O(1)</td>
<td>O(1)</td>
<td>C1</td>
</tr>
<tr>
<td></td>
<td>W</td>
<td>O(n)</td>
<td>O(n)</td>
<td>C2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>O(n)</td>
<td>O(n)</td>
<td>C2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>O(n)</td>
<td>O(n)</td>
<td>C2</td>
</tr>
<tr>
<td></td>
<td>General MPS</td>
<td>O(n)</td>
<td>?</td>
<td>O(n)</td>
</tr>
<tr>
<td></td>
<td>General pure state</td>
<td>O(n^2)</td>
<td>O(2^n)</td>
<td>O(2^n)</td>
</tr>
<tr>
<td>Processes</td>
<td>Clifford</td>
<td>O(1)</td>
<td>O(1)</td>
<td>O(n^2)</td>
</tr>
<tr>
<td></td>
<td>MPS Choi</td>
<td>O(n)</td>
<td>?</td>
<td>O(n)</td>
</tr>
<tr>
<td></td>
<td>General unitary</td>
<td>O(n^2 2^n)</td>
<td>O(2^n)</td>
<td>O(2^n)</td>
</tr>
<tr>
<td>Evolutions</td>
<td>Local Hamiltonian</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Local Lindbladian</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

The fidelity as follows: one generates $N$ random indices $i_1, i_2, \ldots, i_N$ following the relevance distribution $\Pr(i)$ and estimates $\sigma_{i_k} = \langle \hat{P}_{i_k}\rangle$, the experimental expectation value of the observable $\hat{P}_{i_k}$. With high probability, the fidelity is close to $\left( \frac{1}{N} \sum_{k=1}^{N} \frac{\sigma_{i_k}}{\rho_{i_k}} \right)^{\frac{1}{2}}$ with an uncertainty that decreases as $\frac{1}{\sqrt{N}}$. The total number of distinct experimental settings is at most $N_{\text{max}}$, independent of the system size.

There are two important caveats to this technique:

- **C1** Generating an index $i$ according to the relevance distribution $\Pr(i)$ can in general require exponential amount of computational resources.
- **C2** Each $\sigma_{i_k}$ is estimated within some finite accuracy. To estimate the fidelity with accuracy $\epsilon$ therefore requires repeating the measurement of $\hat{P}_{i_k}$ roughly $(\epsilon \rho_{i_k})^{\frac{1}{2}}$ times, which in the worst case grows exponentially with the number of qubits.

These are important limitations, and as a consequence our method will not scale polynomially for all quantum states and operations, but nevertheless always does significantly better than tomography. In addition, there are important classes of states and operations which avoid these two problems (see Table I). The remainder of this article is organized as follows: Sec. II-V focus on the Monte Carlo approach described here, from a detailed proof of the claims, to a discussion of the algorithm performance with respect to the task of sampling random experiments, and to the task of measuring relevant observables with sufficient accuracy. Sec. VI details how a description of stabilizer states and Clifford operations can be obtained from efficient experiments and post-processing, while Sec. VII details how local Hamiltonians and Lindbladians can be characterized efficiently.

### II. STATISTICAL BOUND FOR MONTE CARLO ESTIMATION OF THE FIDELITY

A rigorous statistical bound for the scaling of the error of the Monte Carlo fidelity estimate with respect to the number of measurement settings and the number of repetition of each measurement is given by the following theorem.

**Theorem 1.** Let $\hat{\rho} = \sum_i \rho_i \hat{P}_i$ be the decomposition of the pure state $\hat{\rho}$ over the orthogonal Hermitian operator basis $\{\hat{P}_i\}$ where $\tr \hat{P}_i \hat{P}_j = d_{ij}$ and the operator norm $\|\hat{P}_i\| \leq 1$. One can obtain an estimate $\bar{F}$ of the fidelity $F(\hat{\rho}, \hat{\sigma})$ between $\hat{\rho}$ and $\hat{\sigma}$ with error $\epsilon = \epsilon_1 + \epsilon_2$ such that

$$\Pr(|F - \bar{F}| \geq \epsilon) \leq \frac{4}{N_1 \epsilon_1^2} + 2 \exp \left[ -\frac{\epsilon_2^2 N_1^2}{2} \left( \sum_{k=1}^{N_1} \frac{1}{\rho_{i_k}^2 N_2^k} \right)^{-1} \right]$$

where...
\( I = \{1, \ldots, N_1\} \) are \( N_1 \) indices sampled from \( \text{Pr}(i) \), corresponding to observables \( \hat{P}_{ik} \) to be measured experimentally on \( \vec{\sigma} \).

- \( N_2^{[k]} \) is the number of experimental samples taken to estimate \( \sigma_{ik} = \text{tr} \hat{P}_{ik} \hat{\sigma} \).

- \( \epsilon_1 \) is the error associated to the Monte Carlo estimate

- \( \epsilon_2 \) is the error associated to the experimental estimation of the \( \{\sigma_i\}_{i \in I} \)

**Proof.** The fidelity \( F(\hat{\rho}, \hat{\sigma}) \) can be rewritten as

\[
F(\hat{\rho}, \hat{\sigma}) = \sum_i \frac{\rho_i^2 \sigma_i}{d} \tag{4}
\]

where prime indicates that the summation runs only over non-zero values of \( \rho_i \). Since \( \text{tr} \rho^2 = 1 \) by assumption, \( \text{Pr}(i) = \rho_i^2 / d \) is a normalized probability distribution. We can thus interpret the fidelity as the expectation value of a random variable \( X \) which takes value \( \sigma_i / \rho_i \) with probability \( \text{Pr}(i) \). Its variance is bounded by a constant,

\[
\text{Var}(X) = \sum_i t \frac{\sigma_i^2}{d} - F^2 \leq \text{tr} \sigma^2 - F^2 \leq 1, \tag{5}
\]

and thus, using Chebyshev’s inequality, we obtain

\[
\text{Pr}(|F - \bar{F}_1| \geq \epsilon_1) \leq \frac{1}{N_1 \epsilon_1^2}, \tag{6}
\]

where \( \bar{F}_1 = \sum_{i \in I} \sigma_i / \rho_i \) is the estimate of the fidelity by sampling \( N_1 \) realizations of \( X \), i.e., by drawing \( I = \{1, \ldots, N_1\} \) indexes from the probability distribution \( \text{Pr}(i) \) and estimating \( E(X) \) by the realization of \( X = \sum_{i \in I} X_i \), where all \( X_i \) are independent and distributed as \( X \). Thus, the number of measurements settings does not depend on the dimension of the system and scales as \( O(1/\epsilon_1^2) \).

However, the expectation value \( \sigma_i \) of each observables with respect to the experimental state \( \vec{\sigma} \) can only be estimated up to finite precision. For each \( i_k \in I \), the observable \( \hat{P}_{ik} \) is measured on the experimental state and yields a number \( y_{ik}^{[m]} \) whose absolute value is bounded by the operator norm of the observables. This measurement is repeated \( N_2^{[k]} \) times and the approximate realization of \( X_k \) is

\[
\vec{\sigma}_{ik} / \rho_{ik} = \left( \frac{\rho_{ik} N_2^{[k]}}{N_1} \right)^{-1} \sum_{m=1}^{N_2^{[k]}} y_{ik}^{[m]}. \tag{7}
\]

This estimation procedure is then repeated for each of the \( N_1 \) observables. Hoeffding’s bound [15] states that, if the independent real random variables \( Y_i \) are such that \( a_i \leq Y_i \leq b_i \), then for \( S = Y_1 + Y_2 + \cdots + Y_n \),

\[
\text{Pr}(|S - \langle S \rangle| \geq t) \leq 2 \exp \left(- \frac{2t^2}{\sum_{i=1}^n (b_i - a_i)^2} \right). \tag{8}
\]

In our case, for all \( k \), we have \(-1 / |\rho_{ik}| \leq y_{ik}^{[k]} / \rho_{ik} \leq 1 / |\rho_{ik}| \) for all \( N_2^{[k]} \) experimental measurement performed to estimate \( \sigma_{ik} \), and we can apply the Hoeffding’s inequality to all \( N = \sum_{k=1}^{N_1} N_2^{[k]} \) experimental samples to bound the distance between the sum \( \bar{F} \) of \( \vec{\sigma}_{ik} / \rho_{ik} \) by

\[
\text{Pr}(|\bar{F} - \bar{F}_1| \geq \epsilon_2) \leq 2 \exp \left(- \frac{\epsilon_2^2 N_1^2}{2 \left( \sum_{k=1}^{N_1} \rho_{ik}^2 N_2^{[k]} \right)^{-1}} \right). \tag{9}
\]

Finally to reach eq. (3), one applies the union bound to \(|F - F| \leq |F - \bar{F}_1| + |\bar{F} - \bar{F}_1| \).

A few remarks are in order. First, it is likely these bounds can be improved upon, as the union bound is rather loose, and is only used to provide an upper bound on the resources which scales well with the desired accuracy. Inequality (8) shows that the smaller \( \rho_{ik}^2 \), the greater the number of samples \( N_2^{[k]} \) has to be in order to efficiently estimate \( \sigma_{ik} / \rho_{ik} \). However, this does not take into account the fact if \( \rho_{ik}^2 \) is smaller the probability of drawing the index \( i_k \) from the probability distribution \( \text{Pr}(i) = \rho_i^2 / d \) is also small. Using this fact, we will show in Sec. IV C how to improve the scaling of the statistical error. Note also that we have assumed that all experimental uncertainties are of statistical nature. Any additional uncertainty—e.g., a fundamental limitation of the measurement apparatus—could increase the deviation from the true fidelity. Moreover, when measurements are realized directly on an ensemble of particles, such as in NMR-based quantum devices, the number of samples \( N_2 \) will correspond to the number of systems in the ensemble, which vastly improves the convergence in practice. Finally, the assumption about the purity of \( \hat{\rho} \) can be dropped and the theorem then applies to estimating the quantity \( \text{tr} \hat{\rho} \sigma / \text{tr} \hat{\rho}^2 \) which does not correspond to fidelity but is nevertheless a reasonable similarity measure.

While we have focused on a particular relevance distribution, the relevance distribution can and should be adapted to the target state \( \hat{\rho} \), as this can minimise the required experimental and postprocessing resources. For instance, any even positive function \( f \) of the expectation values \( \{\rho_i\} \) defines a meaningful relevance distribution of the form \( \text{Pr}(i) = f(\rho_i) / \Gamma \) where \( \Gamma = \sum_i f(\rho_i) \) is a normalization factor. The fidelity

\[
F(\hat{\rho}, \hat{\sigma}) = \sum_i \frac{\text{Pr}(i) \Gamma \rho_i}{d f(\rho_i)} \sigma_i \tag{10}
\]

can again be interpreted as the mean value of a random variable \( X \) which takes value \( \int \rho_i f(\rho_i) \sigma_i \) with probability \( \text{Pr}(i) = f(\rho_i) / \Gamma \). The relevant quantities in the theorem, i.e., the variance and the scaling of the repeated measurements, become

\[
\text{Var}(X) = \sum_i \frac{\sigma_i^2}{d f(\rho_i)} - F^2 \tag{11}
\]

For example, the alternate relevance distribution \( \text{Pr}(i) = |\rho_i| / d \) leads to a variance bounded by \( \Gamma f^2 / d^2 \) and a number of required repeated measurements that scales as \( \Gamma^2 / d^2 \).
III. SAMPLING FROM THE RELEVANCE DISTRIBUTION

Sampling from the relevance distribution $Pr(i)$ is not trivial because the dimension of the operator space on $n$ particles is exponentially large in $n$. Therefore, computing all $\rho_i = \text{tr} \tilde{P}_i$ for all observables $\tilde{P}_i$ is inefficient. Furthermore, computing a given $\rho_i$ can be a challenging task in itself. However, by choosing operators $\tilde{P}_i = \hat{p}_i^{[1]} \otimes \ldots \otimes \hat{p}_i^{[n]}$ that are tensor products of single-particle operators—such as the Pauli operators for qubits—sampling can be simplified by recursively picking the observables for each particle as we now demonstrate.

A. Sampling using conditional probabilities

This divide and conquer approach, inspired by [16], relies on the computation of conditional probability distribution, i.e., by computing the probability of picking a given observable knowing which observables have been picked on the previous particles.

Consider for concreteness a system composed of $n$ qubits, and an operator basis $\hat{P}_i$, all consisting of tensor product of single qubit operators. The Hilbert space dimension is $d = 2^n$ (the argument straightforwardly carry over to particles with more degrees of freedom). The probability $q_{i_1, \ldots, i_n}$ of picking the observable $\hat{P}_{i_k}$ on particle $k$ knowing which observables have been picked on the previous particles is

$$q_{i_1, \ldots, i_n} = \prod_{k=1}^{n} q_{ik|i_1, \ldots, i_{k-1}} \tag{12}$$

where the conditional probability $q_{ik|i_1, \ldots, i_{k-1}}$ of drawing the observable $\hat{p}^{[k]}_i$ on particle $k$ knowing which observables have been picked on the previous particles is

$$q_{ik|i_1, \ldots, i_{k-1}} = q_{i_1, \ldots, i_{k-1}}^{-1} \sum_{l = i_{k+1}, \ldots, i_n} q_{i_1, \ldots, i_n l}, \tag{13}$$

i.e., the sum of probabilities over all possible choice of observables $\hat{P}$ acting on the $n - k$ remaining particles, divided by the probability of picking the observable $\bigotimes_{m=1}^{k-1} \hat{p}^{[m]}_{i_m}$ on the $k - 1$ previous particles. Using equation (12), sampling from the probability distribution reduces to sequentially picking an observable on each particle according to the conditional probability distribution (13) which can be written, up to a normalization, as

$$q_{ik|i_1, \ldots, i_{k-1}} \propto \sum_{\tilde{P} \in \mathcal{P}_{n-k}} \text{tr} \left[ \left( \hat{\rho} \times \left( \bigotimes_{m=1}^{k} \hat{p}^{[m]}_{i_m} \otimes \tilde{P} \right) \right)^{\otimes 2} \right]^2, \tag{14}$$

where the trace of two copies accounts for the square in the definition of $Pr(i)$ since $\text{tr} \hat{A}^{\otimes 2} = \left( \text{tr} \hat{A} \right)^2$. Thus, we now have two copies of the state $\hat{\rho} = |\psi\rangle \langle \psi|$. It is convenient to number the $2n$ particles from 1 to $n$ for the first copy and $n + 1$ to $2n$ for the second copy. Grouping particles $m$ and $n + m$ into pairs, eq. (14) reduces to

$$\text{tr} \left[ \hat{\rho}^{\otimes 2} \left( \bigotimes_{m=1}^{k} (\hat{p}^{[m]}_{i_m})^{\otimes 2} \otimes \sum_{\tilde{P} \in \mathcal{P}_{n-k}} \tilde{P}^{\otimes 2} \right) \right] \tag{15}$$

where the same observable acts on both particles in a pair. The sum over all duplicated observables $\tilde{P}^{\otimes 2}$ can be written as the tensor product of operators acting on each pair $[m, n + m]$ of particles

$$2^{-(n-k)} \sum_{\tilde{P} \in \mathcal{P}_{n-k}} P \otimes P = \bigotimes_{m=k+1}^{n} \Omega[m, n + m] \tag{16}$$

where $\Omega[i, j] = \frac{1}{2} \sum_{m} \hat{p}^{[i]}_m \otimes \hat{p}^{[j]}_m$ is an observable acting on the pair of particles $(i, j)$. For instance, for the Pauli operator basis, the $\Omega$ is the SWAP operator. Thus, the conditional probability is proportionnal to

$$\text{tr} \left[ \hat{\rho}^{\otimes 2} \left( \bigotimes_{m=1}^{k} (\hat{p}^{[m]}_{i_m})^{\otimes 2} \otimes \bigotimes_{m=k+1}^{n} \Omega[m, n + m] \right) \right] \tag{17}$$

which is the expectation value of a tensor product of 2-local observables on the state $\hat{\rho} \otimes \hat{\rho}$ on $2n$ particles.

B. Bound on the complexity of sampling

The problem of sampling reduces to, for each of the $n$ particles, i) computing conditional probabilities for each of the possible observables acting on that particle ii) pick one of those observables by generating a random number. Conditional probabilities can be expressed as expectation value through eq. (17). Thus, if computing expectation values on tensor product of local observables on states of $n$ particles has complexity $q(n)$, generating an index $i = i_1 \ldots i_n$ from the relevance distribution $Pr(i)$ has complexity at most $n \times q(2n)$.

For many states of interest, computing expectation values of observables can be performed in polynomial time, i.e., $q(n) \in \text{poly}(n)$. That is the case for many families of tensor-network states such as matrix product states (MPS) [17] which are known to represent faithfully ground states of interesting many-body Hamiltonians in 1D [14]. Their natural extension to 2D, projected entangled pair states (PEPS) [18] also allows the efficient heuristic computation of such expectation values.

As an example, we will show that for MPS, sampling from the relevance distribution $Pr(i)$ can in fact be done in a time that scales linearly with $n$ and polynomially with the bond dimension by contracting the tensor network represented on Fig. 1. In particular, this implies that the general bound $n \times q(2n)$, which would be $n^2$ for MPS, is not tight. In the case of MPS, the improvement is due to the possibility of precomputing the state $\bigotimes_{m=k+1}^{n} \Omega[m, n + m] \hat{\rho}$ for all $k$. Precomputing of this family of states is useful since they are needed to compute conditional values, c.f. eq. (17). Crucially, for MPS, these states are described by a linear number of parameters and can thus be stored efficiently.
Consider the partially contrated tensor network at the bottom of Fig. 1. The block $B_{k+1}$ on the right corresponds to the application of the operator $\Omega$ on each of the pair of particles $|m, n\rangle$ for $m > k$. In practice, all blocks $\{B_k\}_{k \in \{2...n\}}$ are precomputed since they only depend on the MPS, not on the Pauli operator being picked. The two rectangles $C$ on the left correspond to the partial computation of expectation values for the Pauli operators already drawn on the $k - 1$ first qubits. The two columns $C_{ik}$ results from the contraction of $\sigma_{ik}$ with the $k^{th}$ tensors of the MPS representation of $|\psi\rangle$ and $\langle \psi |$. The index $i_k$ can take 4 possible values corresponding to the four Pauli operators.

Picking a Pauli operator for each site $k$ is performed by computing four tensors $C_{ik}$, each of which result from the contraction of the already computed tensor $C$ with one of the four columns $C_{ik}$ corresponding to the 4 possible choices of Pauli operator on the $k^{th}$ qubit. Then, contracting two copies of $C_{ik}$ with $B_{k+1}$ yields the conditional probability of picking operator $\sigma_{ik}$ on the $k^{th}$ qubit.

Repeating this procedure for each of the 4 possible values of $i_k$, we end up with four probabilities from which one Pauli operator being picked. The two rectangles $\mathcal{C}$ and $\mathcal{B}_{k+1}$ correspond to the Pauli operators already chosen on the previous qubits. Blue squares are the MPS tensors of the two copies $\Omega$ of $\psi$. The two columns $\mathcal{C}_{ik}$ connected by a line are the contraction of the corresponding indices of two tensors. Red squares correspond to the $\Omega$ operators. Orange squares correspond to the Pauli operators already drawn on the $k - 1$ previous qubits. Blue squares are the MPS tensors of the two copies of $|\psi\rangle$ while the green squares are the MPS tensors of the two copies of $\langle \psi |$. The lower figure correspond to the partial contraction of the tensor network.

As pointed out in caveat C2, our method is sensitive to the distribution of expectations values $\{\rho_{i_k}\}$ of the target state. Namely, for a given measurement setting used to estimate $\sigma_{ik}$ on the experimental state, the number of repeated measurements scales roughly as $(\epsilon \rho_{i_k})^{-2}$ in order to estimate fidelity up to precision $\epsilon$.

Naively, this implies that the number of measurement goes as $\max_{i \neq 0} \rho_{i}^{-2}$ in the worst case. Therefore, if the smallest non-zero $\rho_{i}$ is polynomially small, our method is efficient. This very stringent condition holds true for many interesting states, as we discuss in the next section. We will show how to improve on this naive estimate by truncating the sum to leave out the entries with small $|\rho_{i}|$. This does not affect the fidelity estimate since such entries are not likely to show up when sampling the relevance distribution $\Pr(i) = \rho_i^2/d$.
an index \( i \) uniformly between 1 and \( d \), avoiding the problem associated with caveat C1. For the same reasons, \( \rho_i^2 = 1 \) for all \( i \) with \( \Pr(i) \neq 0 \), so that the uncertainty in the estimation of \( \sigma_i \) is not amplified, avoiding the problem associated with caveat C2. It also follows that the fidelity \( F(\hat{\sigma}, \hat{\rho}) \) to a stabilizer state \( \hat{\rho} \) can be estimated with error \( \epsilon \) using \( N = \mathcal{O}(\frac{1}{\epsilon^2}) \) experiments involving only local projective measurements, independently of the system size and without any prior knowledge of the experimental state \( \hat{\sigma} \). Since this result relies only on local measurements, it can immediately be generalized to states which are locally equivalent to stabilizer states.

B. States with polynomially small expectation values

Stabilizer states are the simplest example of states on \( n \) qubits for which non-zero \( \rho_i \) scale nicely since they all have value \( \pm 1 \), leading to a uniform distribution. However, states for which non-zero \( \rho_i \) decrease as \( 1/poly(n) \) also require only polynomially many measurements.

While sampling can be performed efficiently for MPS, the expectation values of a random MPS on a local operator basis can be exponentially small. However, for many states of interest, this is not the case. Two cases of interest, for which the smallest non-zero expectation value of Pauli operators scale as \( 1/n \) for \( n \) qubits, are the W state [3] and the \( |t_n\rangle \) state used in linear optics for heralded teleportation with high success probability [13]. Both are MPS with bond dimension 2 and are uniform superpositions of a linear number of computational-basis states. The MPS representation of the W state is well-known [23] while the representation for \( |t_n\rangle \) is

\[
A_0^{[1]} = \begin{pmatrix} 1 & 1 \\ 0 & 0 \end{pmatrix}, \quad A_0^{[2]} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad A_0^{[n]} = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \\
A_1^{[1]} = \begin{pmatrix} 0 & 2 \\ 0 & 1 \end{pmatrix}, \quad A_1^{[2]} = \begin{pmatrix} 0 & 1 \\ 1 & 1 \end{pmatrix}, \quad A_1^{[n]} = \begin{pmatrix} 1/2 \\ 1 \end{pmatrix}
\]

For both states, the expectation value of a Pauli operator \( \hat{P} \) is given by

\[
\langle \psi | \hat{P} | \psi \rangle = \alpha(n) \sum_{i,j} \langle i | \hat{P} | j \rangle
\]

where \( |\psi\rangle \) is either state, \( \alpha(n) = 1/n \) for the W state and \( 1/(n+1) \) for \( |t_n\rangle \), and the sum runs over computational states that appear in the decomposition of the state. For all \( i, j \), there exists a Pauli operator \( \sigma_{i,j} \) such that \( |j\rangle = \sigma_{i,j} |i\rangle \). Since the Pauli operators form a group, \( \hat{P} \sigma_{i,j} \) is another Pauli operator and all terms appearing in the sums are \( \pm 1 \). Thus, the smallest non-zero Pauli expectation scales as \( 1/n \), and the number of samples required to estimate \( \sigma_i/\rho_i \) to constant accuracy scales as \( n^2 \) in the worst case.

C. Truncating negligible expectation values

As mentioned above, very small non-zero \( \rho_i \) are unlikely to show up when sampling of the relevance distribution \( \Pr(i) = \rho_i^2/d \). Furthermore, small expectation values have a limited impact on the fidelity. To see this, define the set of negligible expectation values as \( S \equiv \{ \rho_i \text{ such that } |\rho_i| < d^{-\alpha} \} \) where \( \alpha \) is a positive number to be determined. We split the fidelity estimate into negligible and relevant expectation values

\[
\sum_i \frac{\rho_i \sigma_i}{d} = \sum_{\rho_i \notin S} \frac{\rho_i \sigma_i}{d} + \sum_{\rho_i \in S} \frac{\rho_i \sigma_i}{d}
\]

and we bound the absolute value of the sum over negligible terms by

\[
\left| \sum_{\rho_i \in S} \frac{\rho_i \sigma_i}{d} \right| \leq \sum_{\rho_i \in S} \frac{|\sigma_i|}{d} \max_{i \in S} |\rho_i| \leq d^{-(\alpha+1)} \sum_{\rho_i \in S} |\sigma_i|.
\]

The sum of a subset of \( |\sigma_i| \) is bounded by the sum over all \( |\sigma_i| \). To bound \( \sum |\sigma_i| \), we can use the constraint on the purity of the state \( \sum_{\sigma_i} \sigma_i^2 = d \tr \hat{\sigma}^2 \leq d \). The sum of absolute values is maximal when all absolute values are equal, which follows from standard Lagrange multiplier techniques. The purity constraint finally leads to

\[
\sum_{\rho_i \in S} |\sigma_i| \leq d\sqrt{d} \tr \hat{\sigma}^2 \leq d^{3/2}.
\]

Inserting this inequality that into eq. (20) yields

\[
\left| \sum_{\rho_i \in N} \frac{\rho_i \sigma_i}{d} \right| \leq d^{1/2-\alpha}.
\]

Hence, the sum over negligible \( \rho_i \) vanishes exponentially for \( \alpha = (1+\epsilon)/2 \), i.e., when we drop all expectation values smaller than \( d^{-\frac{\epsilon}{2}} \) in absolute value, for any constant \( \epsilon > 0 \).

We thus modify the sampling method in the following way. For each observable \( \hat{P} \) picked from sampling the relevance distribution, compute the corresponding expectation value \( \rho_i = \tr \rho \hat{P} \). When \( \rho_i < d^{-1-\epsilon} \), reject this entry, otherwise you proceed as before. It is important to verify that this modification does not slow down the procedure, i.e. that we are not constantly rejecting samples. To see this, notice that the probability of choosing an element from the negligible set is bounded by

\[
\sum_{\rho_i \in S} \frac{\rho_i^2}{d} \leq \sum_{\rho_i \in S} d^{2-\epsilon} \leq d^{-\epsilon}.
\]

Since we reject all negligible \( \rho_i \), the maximum number of repeated measurements needed for a given experimental setting scales in the worst case as \( d^{1+\epsilon} \). In particular, for qubits, the maximum number of measurements is \( 2^{n(1+\epsilon)} \). Moreover, since the number of measurement settings does not scale with the size of the system, the total number of measurements scales as \( 2^{n(1+\epsilon)} \) which is a quadratic improvement over the number of measurements needed to perform brute-force tomography on a generic state of \( n \) qubits.
D. States with more structure

The previous bound is fully general as it allows to truncate negligible expectation values for any quantum state, but as a consequence the scaling remains exponential. For some classes of states, taking advantage of their structure can result in a drastic improvement, as we have seen for stabilizer states or the W and $|t_n\rangle$ states. Since those last two examples are MPS, it is natural to investigate the behavior of the expectation values for a generic MPS.

A general MPS of bond dimension $\chi$ can be written

$$|\psi\rangle = \sum_{\alpha_1...\alpha_{n-1}=1}^{\chi} \phi_{[1]}^{[1]} \lambda_{[1]}^{[1]} \phi_{[2]}^{[2]} ... \lambda_{[n-1]}^{[n-1]} \phi_{[n-1]}^{[n-1]}$$  \hspace{1cm} (24)

where the real parameters $\lambda_{\alpha_1\alpha_2}^{k}$ are the eigenvalues of the reduced density matrix of the $k^{th}$ particle. If we group particles into block of size $m$ such that $\chi^2 < 2^m$, we will take advantage of the presence of zero eigenvalues in the reduced density matrix due to the MPS structure. For each block we can take the most $\chi^2$ eigenvectors corresponding to non-zero eigenvalues and choose a basis of operators for that block containing $2\chi^2$ operators. By taking tensor product of those local observables, we end up with at most $(2\chi^2)^n/m < 4^n$ observables on which $|\psi\rangle\langle\psi|$ can be decomposed. At the cost of measuring observables blocks of $m = 2 \lfloor \log_2 \chi \rfloor + 1$ qubits, we can reduce the number of non-zero $\rho_i$ even if this number will remain exponential in the number of particles. However, numerically, the expectation values $\rho_i$ were found to be exponentially small for generic states, resulting in a blow-up of repeated experimental measurements to estimate $\rho_i/\rho_i$. Thus, it remains an open problem to assess whether there exists a way to tailor an observable basis for a given generic MPS.

V. MONTE CARLO PROCESS CERTIFICATION

Thanks to the Choi-Jamiołkowski isomorphism [24, 25], an algorithm similar to the one used to estimate state fidelity can be implemented for the certification of unitaries. The Choi-Jamiołkowski isomorphism states that any quantum process $U$ can be uniquely described by its action on half of a maximally entangled state such as $|\phi\rangle = \frac{1}{\sqrt{d}} \sum_{i=1}^{d} |i\rangle \otimes |i\rangle$, leading to the state

$$\hat{\rho}_{U} = (\text{id} \otimes U) (|\phi\rangle\langle\phi|)$$  \hspace{1cm} (25)

where $\text{id}$ is the identity superoperator. The density operator $\hat{\rho}_{U}$ is often called the Choi matrix of $U$. As with state certification, the idea is to compare a target unitary $U$ to an arbitrary quantum process $U'$ acting on the same space through a distance measure, namely the average output fidelity $\bar{F}$ given by [26]

$$\bar{F}(U, \tilde{U}) = \frac{d F_e(U, \tilde{U}) + 1}{d + 1}$$  \hspace{1cm} (26)

where $F_e(U, \tilde{U}) = tr \hat{\rho}_{U} \hat{\rho}_{\tilde{U}}$ is called the entanglement fidelity between the two processes [27]. This reduces the problem of comparing two processes to the problem of comparing two states. Thus, techniques described for state fidelity estimation can be used for the estimation of the entanglement fidelity, which in turn leads to the average gate fidelity through eq. (26).

One should note that the operator basis coefficients of $\hat{\rho}_{U}$ can be estimated without the preparation of the maximally entangled state used in the isomorphism. Naively, one would prepare a maximally entangled state, measure the first half of the state in some basis, apply $U$ to the other half of the state, and then measure the second half in some basis. This naive approach corresponds to Fig. 2 a). A more practical method is to prepare an eigenstate of the first measurement uniformly at random, apply local unitaries that depend only on the maximally entangled state chosen, apply $U$, and then measure the output with the second observable, as represented in Fig. 2 b). Averaging over an ensemble of such random choices leads to an estimate of any operator basis coefficient of $\hat{\rho}_{U}$ without the preparation of the larger state.

The processes which are particularly tailored to our protocol are transformations in the Clifford group, that take stabilizer states to stabilizer states. Using this property, the procedure described for stabilizer states can be turned into a procedure to estimate the average gate fidelity between any Clifford ideal transformation and an experimental transformation, and with minor modifications this protocol can be made to only require the preparation of product states and single qubits measurements. In the case of Clifford transformations similar results can be obtained using “twirling” experiments [28–31], although the Monte Carlo approach described here generalizes to other cases.

Operations in the Clifford group are not sufficient to perform universal computation, either quantum or classical [20, 32]. In order to achieve quantum universality, one must consider at least one operation outside the Clifford group, such as a 45° qubit rotation. While arbitrary combinations of Clifford operations and these rotations may not be characterized efficiently using the scheme described here, Clifford operations followed by these local rotations can always be characterize efficiently thanks to local equivalence. Similarly, if these operations are implemented indirectly via teleportation with the so called “magic states” [20, 33], the resource states are locally equivalent to stabilizer states, and thus can also be certified efficiently using the protocol presented above.

The average output fidelity is not as powerful as other measures of distance between quantum processes such as the diamond norm [34] or the worst case or minimal fidelity [35]. These extremal measures allow for the strongest statements about the distinguishability of two quantum processes. However, we do not expect that it is possible to estimate them efficiently, since in a number of special cases this would reduce to efficient algorithms to solve QMA complete problems [36–38]. Furthermore, concentration of measure arguments [29, 39] guarantee that, for large dimensions, the vast majority of input states will have output fidelity close to the average. Similar results hold for estimation of the fidelity based on the $\chi$ matrix representation, where the $\chi$ matrix elements can be estimated individually but with more stringent
VI. LEARNING STABILIZER STATES

Clifford operations can be specified by how they transform a generating set of the Pauli group and thus can be learned efficiently provided one can learn stabilizer states efficiently. We will first present an algorithm to learn a state guaranteed to be a stabilizer state before adapting it to any input state.

A. Ideal case

Due to their importance in fault-tolerant quantum computation and other tasks, stabilizer states have been studied extensively, and an efficient learning algorithm has been proposed by Gottesman and Aaronson [47]. This algorithm exploits the fact that $\langle \hat{P}_i \rangle = \pm 1$ if $\pm \hat{P}_i$ is in the stabilizer group of the state in question, and $\langle \hat{P}_i \rangle = 0$ otherwise. Choosing $\hat{P}_i$ at random is not efficient, as the Pauli group has size $d^2 = 4^n$, and the stabilizer group $\mathcal{G}$ has size $d = 2^n$. However, the Pauli group also has the property that any two Pauli operators either commute or they anti-commute. In fact, for a given Pauli operator (distinct from the identity), it commutes with half the Pauli operators and anticommutes with the other half—thus splitting the Pauli group in half through the commutation relations. This property can be harnessed to learn an unkown stabilizer state $\hat{\sigma}$ by identifying $n$ generators of its stabilizer group $\mathcal{G}_\hat{\sigma}$ in the following way:

1. Choose a Pauli operator $\hat{Q}$ at random, under the constraints that: (a) $\hat{Q}$ must commute with all known generators of the stabilizer group while not being generated by them, and (b) $\hat{Q}$ must anti-commute with at least one of the operators known to be outside the stabilizer group and not be generated by them.

2. Experimentally measure the expectation value $\langle \hat{Q} \rangle_{\hat{\sigma}}$.

   (a) If $\langle \hat{Q} \rangle_{\hat{\sigma}} = 0$, then $\hat{Q}$ is not in the stabilizer group, and it should be added to the set of operators outside from the stabilizer group $\mathcal{G}_\hat{\sigma}$.

   (b) Otherwise, $\langle \hat{Q} \rangle_{\hat{\sigma}} = \pm 1$ and then $\pm \hat{Q}$ is in the stabilizer group $\mathcal{G}_\hat{\sigma}$ (depending on the sign of the expectation value), and $\hat{Q}$ should be added to the generators of stabilizer group $\mathcal{G}_\hat{\sigma}$.

3. Continue until $n$ stabilizer generators are identified.

In this ideal setting, every measured expectation value halves the number of candidates to the stabilizer group. Thus, even though the Pauli group is initially exponentially large, the number of rounds scales linearly with $n$. This implies that the total number of measurements is linear in $n$. All classical processing tasks required in a round can be performed in poly($n$) time, by using the symplectic representation of the Pauli group.

B. General scheme

Suppose that the experimental state $\hat{\sigma}$ is not a stabilizer state. We will now adapt the previous algorithm into one that (i) aborts if the experimental state is far from any stabilizer state and (ii) eliminates all but one candidate stabilizer state $\mathcal{E}(\hat{\sigma})$ that could be close to the experimental state. The fidelity of that candidate to the experimental state can be estimated in a second phase using the Monte Carlo scheme described earlier.
We adapt the previous algorithm by putting threshold around the values of \( \langle \hat{Q} \rangle_\sigma \), i.e., we replace step 2 by

2. Experimentally measure the expectation value \( \langle \hat{Q} \rangle_\sigma \).
   
   (a) If \( |\langle \hat{Q} \rangle_\sigma| \leq \epsilon, \hat{Q} \) is not in the stabilizer group.
   
   (b) If \( |\langle \hat{Q} \rangle_\sigma - 1| \leq \epsilon, \pm \hat{Q} \) is in the stabilizer group.
   
   (c) Otherwise, abort the procedure.

To quantify the distance between the experimental state and stabilizer states, we use the following lemma.

**Lemma.** For any states \( \sigma, \hat{\rho} \) and any Pauli operator \( \hat{Q} \), the difference between the expectation values is bounded by twice the trace distance

\[
\bigg| \langle \hat{Q} \rangle_\rho - \langle \hat{Q} \rangle_\sigma \bigg| \leq 2D(\hat{\rho}, \hat{\sigma}) \tag{27}
\]

**Proof.** Consider \( \hat{\Pi} = \left( \text{id} + \frac{\hat{Q}}{2} \right) / 2 \), the projector on the +1 eigenspace of \( \hat{Q} \). The trace distance \( D(\hat{\rho}, \hat{\sigma}) \) is the maximal probability of distinguishing the two states \([48]\). \( \hat{\Pi} \) is a projective measurement that could be used to distinguish the two states. Thus \( |\text{tr} \hat{\Pi} \hat{\rho} - \text{tr} \hat{\Pi} \hat{\sigma}| \leq D(\hat{\rho}, \hat{\sigma}) \).

Let us now consider the two possible outcomes of the procedure. If the procedure aborts, a least one expectation value \( \langle \hat{Q} \rangle_\sigma \) is \( \epsilon \)-away from the expectation value of any stabilizer state. Thus, lemma V1B implies that the trace distance of the experimental state \( \sigma \) to any stabilizer state \( \hat{\rho} \) is greater than \( \epsilon / 2 \). If the procedure succeeds, it yields a candidate stabilizer state \( \hat{E}(\sigma) \) whose distance to the experimental state \( \sigma \) will be checked by estimating their fidelity by our Monte-Carlo method which requires resources independent of the system size since the target state is a stabilizer state. It remains to determine what fidelity level guarantees that \( \hat{E}(\sigma) \) is the closest stabilizer state.

Consider two distinct stabilizer states. There exists a Pauli operator belonging to the stabilizer group of one of the state and not the other. Expectation values with respect to this Pauli operator are 0 for one state and \( \pm 1 \) for the other. Lemma V1B thus shows that any two distinct stabilizer states have trace distance greater than \( 1/2 \). Therefore, if the experimental state is within \( 1/4 \) to the candidate stabilizer state \( \hat{E}(\sigma) \) in trace distance, then \( \hat{E}(\sigma) \) is the closest stabilizer state. A sufficient condition on fidelity for this is

\[
15/16 < F \left( \hat{E}(\sigma), \hat{\sigma} \right). \tag{28}
\]

In fact, we can improve criterion (28) in the case that the candidate stabilizer state comes from our identification procedure which has ruled out all other stabilizer states. For any of those rejected stabilizer state \( \hat{\rho} \), there exists a Pauli measurement \( \hat{Q} \) such that \( \langle \hat{Q} \rangle_\sigma \) is \( \epsilon \)-close to 1 and for which \( \langle \hat{Q} \rangle_\rho = 0 \). Thus, lemma V1B implies that \( D(\hat{\rho}, \hat{\sigma}) \geq (1 - \epsilon) / 2 \) and it is thus sufficient to certify that state \( \hat{E}(\sigma) \) is within \( (1 - \epsilon) / 2 \) in trace distance to the experimental state, which turns into a less stringent condition on fidelity

\[
\frac{(1 + \epsilon)(3 - \epsilon)}{4} < F \left( \hat{E}(\sigma), \hat{\sigma} \right). \tag{29}
\]

To sum up, if criteria (28) or (29) is fulfilled, \( \hat{E}(\sigma) \) is the closest stabilizer state to the experimental state.

**VII. LEARNING LOCAL HAMILTONIANS AND LINDBLADIANS**

Other models of universal quantum computation exist where the idea of discrete gates is not a natural fit. These include adiabatic quantum computing (AQC) [49] and dissipation-driven quantum computing (DDQC) [50]. In order to perform state transformations in these models, an experimentalist must smoothly vary control fields to go from a single local Hamiltonian (or Liouvillian, in the case of DDQC) to a Hamiltonian which encodes the final state of the computations as its ground state.

The initial state is often taken to be the \( |00 \cdots 0\rangle \), which can easily be certified. An experimental implementation of such a computational model must demonstrate that such smooth evolutions can be implemented reliably. The most direct way to do this is to estimate the Hamiltonian of the system, and explicitly check how it compares against the ideal target Hamiltonian. The scalability of this problem for arbitrary Hamiltonians fails in two ways: (i) The number of parameters in an arbitrary Hamiltonian operator grows exponentially with system size, (ii) the linearity of the exponential of the Hamiltonian is only valid for a short time compared to the inverse of the operator norm of the Hamiltonian, which is extensive, and thus larger system would require faster and faster measurements. As aluded to, this need not be the case. The Hamiltonian can be restricted to be 2-local and embedded in a square lattice and the model remains universal [51, 52]. This immediately reduces the number of parameters in the instantaneous Hamiltonian from exponential to linear. In order to see how the second problem can be dealt with, we must look more carefully at the idea of locality in quantum mechanics.

We consider local Hamiltonians acting on \( n \) particles of the form \( H = \sum_X H_X \) where \( X \) label subsets of \( n \) particles, each term has bounded norm \( \|H_X\| \leq E \), and acts on at most \( k \) neighbouring particles, such that \( H_X = 0 \) when \( |X| > k \). The evolution of an operator is governed by the equation

\[
\frac{\partial}{\partial t} \hat{A}(t) = i[H, \hat{A}].
\]

Local Lindbladians are defined similarly in terms of a local Hamiltonian \( H \) and dissipation operators \( \hat{L}_X \) that are local \( \hat{L}_X = 0 \) when \( |X| > k \) and bounded \( \|\hat{L}_X\| \leq E \). The Lindblad equation, governing the evolution of dissipative quantum systems, is

\[
\frac{\partial}{\partial t} \hat{A}(t) = i[H, \hat{A}(t)] + \sum_X \hat{L}_X^\dagger \hat{A}(t) \hat{L}_X - \frac{1}{2} \left( \hat{L}_X^\dagger \hat{L}_X \hat{A}(t) + \hat{A}(t) \hat{L}_X^\dagger \hat{L}_X \right).
\]
FIG. 3: The Lieb-Robinson bound [53, 54] states that, given an observable \( \hat{A} \), evolution under a local Hamiltonian for time \( t \) will lead to correlations localized to a region \( R \) of radius \( d = vt \) around \( \hat{A} \), where the velocity \( v \) is an intensive quantity, and which is separated from the rest of the system by a membrane \( M \).

We demonstrate how to learn the value of a local Hamiltonian using only (i) the preparation of initial product states, (ii) the simultaneous measurement of a constant number of single-qubit states, (iii) a number of experimental settings that grows linearly with the system size, (iv) and classical post-processing of complexity \( n^3 \) (inverting an \( cn \times cn \) matrix for some constant \( c \)). The case of local Lindbladians is a straightforward generalization.

The crux of the argument uses the Lieb-Robinson bound [53, 54] that shows that a local Hamiltonian generates a causal evolution, with effects propagating at a finite velocity \( v \) (note that this bound has been generalized to the setting of dissipative systems [55], so our derivation holds for local Lindbladians as well). Break the Hamiltonian into \( \hat{H} = \hat{H}_0 + \hat{H}_M \), where \( \hat{H}_M \) contains all the terms \( \hat{H}_X \) that intersect a membrane \( M \) surrounding the operator \( \hat{A} \) in Fig. 3. The idea of this membrane is to disconnect its interior, denoted region \( R \), from the rest of the particles. Indeed, \( e^{i\hat{H}_0 t}A e^{-i\hat{H}_0 t} = e^{i\hat{H}_M t}A e^{-i\hat{H}_M t} \) where \( \hat{H}_M \) in the Hamiltonian acting only inside the membrane, see Fig. 1 in the main body. The differential equation for \( \hat{A}(t) \) is

\[
\frac{\partial}{\partial t} \hat{A}(t) = i[H_0, \hat{A}(t)] + i[H_M, \hat{A}],
\]

which has solution

\[
\hat{A}(t) = e^{i\hat{H}_0 t} \hat{A}(0) e^{-i\hat{H}_0 t} + i \int_0^t e^{i\hat{H}_M (t-s)} \hat{A}(s) e^{-i\hat{H}_M (t-s)} ds
\]

\[
= e^{-i\hat{H}_M t} \hat{A}(0) e^{i\hat{H}_M t} + i \int_0^t e^{i\hat{H}_M (t-s)} \hat{A}(s) e^{-i\hat{H}_M (t-s)} ds
\]

as can be verified directly by differentiation. The commutator appearing in the second term can be bounded by the Lieb-Robinson bound:

\[
\| [\hat{H}_M, \hat{A}(s)] \| \leq cV \| \hat{A} \| \| \hat{H}_M \| \exp \left( -\frac{d - vt}{\xi} \right)
\]

where \( V \) is the number of sites in the support of the observable \( \hat{A} \), and \( c, v, \) and \( \xi \) are constant that depend only on the microscopic details of the system, independent of the system size. Integrating, we obtain

\[
\| \hat{A}(t) - e^{i\hat{H}_0 t} \hat{A}(0) e^{-i\hat{H}_0 t} \|
\]

\[
\leq ctV \| \hat{A} \| \| \hat{H}_M \| \exp \left( -\frac{d - vt}{\xi} \right) + c\| \hat{A} \| \| \hat{H}_M \| v t^2.
\]

Expanding the exponential to first order yields

\[
\| \hat{A}(t) - \hat{A}(0) - it[H_R, \hat{A}(0)] \|
\]

\[
\leq ctV \| \hat{A} \| \| \hat{H}_M \| \exp \left( -\frac{d - vt}{\xi} \right) + c\| \hat{A} \| \| \hat{H}_M \| v t^2.
\]

Because \( \hat{H}_R \) and \( \hat{H}_M \) represent respectively the Hamiltonian of a ball of radius \( d \) and the Hamiltonian for a constant thickness membrane around that ball, they grow proportionally to \( d^D \) and \( d^{D-1} \) respectively, where \( D \) is the spatial dimension, i.e., \( \| \hat{H}_R \| \leq \alpha d^D \) and \( \| \hat{H}_M \| \leq \alpha d^{D-1} \) for some constant \( \alpha \). Choosing \( d \approx vt + \log(\| \hat{A} \| cV/c') \) such that

\[
d^{D+1} \exp \left( \frac{d}{\xi} \right) \geq cV \exp \left( \frac{vt}{\xi} \right),
\]

we obtain

\[
\| \hat{A}(t) - \hat{A}(0) - it[H_R, \hat{A}(0)] \| \leq \kappa \| \hat{A} \| \left[ vt + \log \left( \frac{cV}{c'} \right) \right]^2 t^2
\]

for some constant \( \kappa = 2c' \alpha^2 \).

From now on, we assume that \( t \) is chosen small enough to neglect the high-order correction and write \( \hat{A}(t) = \hat{A}(0) + it[H_R, \hat{A}(0)] \). We choose a set of \( k \)-local operators \( \hat{P}_i \) to parametrize the Hamiltonian \( \hat{H} \). The size of this set grows linearly with the number of particles. We can write \( \hat{H} = \sum_i h_i \hat{P}_i \), and our goal is to learn the value of the \( h_i \). This is achieved by a series of experiments that measure the expectation value of some local observables \( \hat{A}_i(t) \) for different initial product states \( \hat{\rho}_j \).

For every pair of observable \( \hat{A}_i \) and state \( \hat{\rho}_j \), define \( W_{ij} = \langle \hat{A}_i(t) \rangle_{\hat{\rho}_j} - \text{tr} \langle \hat{A}_i(t) \rangle_{\hat{\rho}_j} \). The term \( \text{tr} \langle \hat{A}_i(t) \rangle_{\hat{\rho}_j} \) can be easily computed since \( \hat{A}_i \) is local and \( \hat{\rho}_j \) is a product state. The term \( \langle \hat{A}_i(t) \rangle_{\hat{\rho}_j} \) represents the experimental expectation value of the observable \( \hat{A}_i \) at time \( t \) for initial state \( \rho_j \). It can be estimated within accuracy \( \epsilon \) with a number of measurements equal to \( \epsilon^{-2} \). Thus, it is possible to efficiently learn the \( W_{ij} \) within some constant accuracy and a number of experiments proportional to the number of particle \( n \).
The linearized evolution equation gives $W_{ij} = \sum_l T_{ij,l} h_l$ where $T_{ij,l} = i t \mathrm{tr} \hat\rho_j [\hat P_l, \hat A_i]$. This trace formula can be efficiently evaluated because the commutator of two $k$-local operators is at most $2k$-local, and $\hat\rho_j$ is a product state. Note that $T_{ij,l} = T_{ij',l}$ when $\hat\rho_j$ and $\hat\rho_{j'}$ differ only outside a region of radius $k$ away from the local observable $\hat A_i$. In addition, the $T$ become linearly dependent—and thus redundant—when the input states are linearly dependent. Thus, for each observable $A_i$, we only need to vary the initial state locally, so the total number of observable-state pairs $(ij)$ grows linearly with the number of particles. Thus, learning the Hamiltonian—or equivalently the $h_l$—amounts to inverting the linear-size linear equation $W_{ij} = \sum_l T_{ij,l} h_l$. This can be done using different methods. When experimental errors $\epsilon_{ij}$ are known for the estimation of each $M_{ij}$, a least-$\chi^2$ method can be appropriate. It amounts to

$$\min_{h_l} \sum_{ij} \left( \frac{W_{ij} - \sum_l T_{ij,l} h_l}{\epsilon_{ij}} \right)^2.$$  

(39)

In the case where the experimental error estimates are all the same for all observations, this problem reduces to computing $T^+_{ij,t}$, the Moore-Penrose pseudo inverse of $T_{ij,t}$ [56, 57].

Numerical experiments were performed for local Hamiltonians, and the results are plotted in Fig. 4 and Fig. 5. The systems we considered were small chains of qubits with random nearest neighbour interactions. The system evolution was calculated exactly for a short amount of time, and the linearized problem was inverted using the Moore-Penrose pseudoinverse. Since these Hamiltonians are drawn at random (but with maximum strength for each term independent of the system size), we calculate the average $l_2$ distance between the estimated Hamiltonian and the actual Hamiltonian (Fig. 4), as well as the quantiles for error propagation scaling factor of each of the elements of $h_l$, given by $\sqrt{\sum_{ij} |T^+_{ij,t}|^2}$ (Fig. 5).

The results clearly indicate well behaved error scaling for these systems, even under finite statistical error in the estimation of observable expectations.

**VIII. SUMMARY**

We have demonstrated that by treating learning and verification of quantum states and processes as separate problems, and by using a targeted approach to the extraction of information from experiments, the exponential overhead of tomography can be completely avoided for a number of physically interesting cases—including a number of physical models that lead to universal quantum computation. In the cases where the exponential overhead cannot be avoided, our approach leads to significant practical advantages for verification experiments when compared to state and process tomography protocols.

**FIG. 4:** Average $l_2$ distance of $h_l$ coefficients of the estimated Hamiltonian in numerical experiments with Moore-Penrose pseudoinversion of the linearized evolution. The systems consist of linear chains of qubits with randomly chosen 2-local Hamiltonians—each coefficient has strength uniformly distributed between 0.8 and 1.2, with random signs. It is evolved exactly for $t = 10^{-3}$, and the expectation of randomly chosen observables is measured with precision $10^{-4}$ (the initial states are chosen to be tensor products of Pauli operator eigenstates). The error scaling is well described by a linear function of the size of the system as it would be expected, since the number of parameters measured is linear in the system size.

**FIG. 5:** Error scaling factors for each of the Hamiltonian parameters, using the Moore-Penrose pseudoinversion of the linearized evolution. The statistics of 40 numerical experiments for each chain length indicate that the error scaling for each of the Hamiltonian parameters is exponentially concentrated at small values.
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