Coherent spin–photon coupling using a resonant exchange qubit
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Electron spins hold great promise for quantum computation because of their long coherence times. Long-distance coherent coupling of spins is a crucial step towards quantum information processing with spin qubits. One approach to realizing interactions between distant spin qubits is to use photons as carriers of quantum information. Here we demonstrate strong coupling between single microwave photons in a niobium titanium nitride high–impedance resonator and a three–electron spin qubit (also known as a resonant exchange qubit) in a gallium arsenide device consisting of three quantum dots. We observe the vacuum Rabi mode splitting of the resonance of the resonator, which is a signature of strong coupling; specifically, we observe a coherent coupling strength of about 31 megahertz and a qubit decoherence rate of about 20 megahertz. We can tune the decoherence electrostatically to obtain a minimal decoherence rate of around 10 megahertz for a coupling strength of around 23 megahertz. We directly measure the dependence of the qubit–photon coupling strength on the tunable electric dipole moment of the qubit using the ‘AC Stark’ effect. Our demonstration of strong qubit–photon coupling for a three–electron spin qubit is an important step towards coherent long–distance coupling of spin qubits.

The ability to transmit quantum information over long distances is desirable for quantum information processors1. Circuit quantum electrodynamics provides a well-established platform for connecting distant qubits2: microwave photons in a superconducting waveguide resonator couple to the electric dipole moment of multiple qubits, which are fabricated close to the resonator. Strong qubit–photon coupling has been realized with superconducting qubits3 and, recently, the coherence properties of charge qubits in semiconductor quantum dots have improved sufficiently to enable strong coupling4–6. Even better coherence is expected by transferring the quantum information from electron charge to spin7,8. However, this approach comes with a major challenge because the coupling of photons to spins is several orders of magnitude weaker than their coupling to charge9. This challenge can be overcome by introducing an electric dipole moment to the spin states. For single-electron spin qubits, spin and charge are coupled by using materials with strong spin–orbit coupling10, devices with ferromagnetic leads11 or a magnetic-field gradient generated by an on-chip micromagnet12–14. A different approach is realized in the resonant exchange qubit15–19, in which the spin exchange interaction couples two states with an equal three-electron charge distribution and different spin arrangements. This interaction also gives rise to an electrical dipole moment that enables coherent qubit–photon coupling. Here, we implement such a three-electron spin qubit in a circuit quantum electrodynamics architecture20,21 hosted in GaAs and achieve strong spin–photon coupling, as evident from the observation of vacuum Rabi mode splitting. Both the spin decoherence and the qubit–photon coupling strength can be controlled electrostatically22.

Quantum device

In Fig. 1a, b we show optical and scanning electron micrographs of our hybrid quantum device. Electrons are trapped in a triple-quantum-dot structure by electrostatic confinement created by gold gates (Fig. 1b) on top of a GaAs/AlGaAs heterostructure. The heterostructure hosts a two-dimensional electron gas 90 nm below the surface of the triple-quantum-dot region, which has a mobility of $u = 3.2 \times 10^6$ cm$^2$ V$^{-1}$ s$^{-1}$ and an electron density of $n_e = 2.2 \times 10^{11}$ cm$^{-2}$ at 4.2 K. The electrostatic potentials of the left, middle and right quantum dots are tuned using the respective plunger-gate voltages $V_L$, $V_M$ and $V_R$. A quantum point contact acts as a charge sensor that allows us to determine the charge configuration of the triple quantum dot. We operate the triple quantum dot as a three-electron spin qubit19, as discussed in detail below.

To couple the qubit to microwave photons, the plunger gate of the left quantum dot extends to the superconducting microwave resonator (Fig. 1a). The left plunger gate is also DC-biased via a resistive gold line, which is connected to the field anti-node of the centre conductor of the resonator. The coupling strength $g_{\text{r}}$ between qubit and resonator photons is proportional to the square root of the characteristic impedance of the resonator ($Z_r = \sqrt{C_I G_I}$). It is enhanced by fabricating the resonator, as shown in Fig. 1a, from a thin (about 15 nm) and narrow (roughly 300 nm) centre conductor made of the high-kinetic-inductance material NbTiN24. We estimate $Z_r = \sqrt{L_I/C_I} \approx 1.3 \, \text{k} \Omega$, with $L_I \approx 150 \, \text{μH} \, \text{m}^{-1}$ ($C_I \approx 0.9 \, \text{pF} \, \text{m}^{-1}$) the inductance (capacitance) of the resonator per unit length, which results in an enhancement in the coupling strength by a factor of five compared to a standard impedance-matched $Z_r = 50 \, \Omega$ resonator. Our choice of material and design allows us to operate the resonator in the presence of an external magnetic field applied parallel to the plane of the resonator24. In the experiments described here, we apply a magnetic field of $B_{\text{ext}} = 200 \, \text{mT}$.

Strong spin–qubit–photon coupling

To demonstrate strong coupling of the spin qubit with a microwave photon, we first detune the transition frequency of the qubit from the resonance frequency of the resonator. In this detuned situation, we determine a resonator resonance frequency of $\nu_R = 4.38 \, \text{GHz}$ and a line width of $\gamma / (2 \pi) = 47.1 \, \text{MHz}$ at an average photon occupation of less than 1 (see inset of Fig. 1c). When the spin qubit is tuned into resonance with the resonator, we observe two distinct peaks in the
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AcriticleSearch, as a function of \( R \) as a function of \( \Delta \), where \( \Delta \) are highlight (blue, inset) and coupled (red, main plot) configuration, showing differences in the energies \( E \) and asymmetry parameter \( \nu \). The spin qubit is formed by tuning the triple quantum dot into the three-electron regime. In Fig. 2a we show the charge stability diagram of peaks, \( 2g \) the fact that the approximate peak separation is larger than the widths \( \kappa \). The device operates in the strong coupling regime, which is supported by \( g \). Dashed lines indicate the energy of the charge states \( (2, 0, 1) \) and \( (1,0,2) \) for \( \alpha = 1 \). The dash–dotted line is the eigenergie of the \( S = 3/2 \), \( S_\text{z} = 1/2 \) state, which does not couple to any of the other states (Supplementary Information, section S1). This line also corresponds to the energy of the \( (1,1,1) \) states \( t_1 = t_0 = 0 \). The spin–photon states \( |0\rangle_0 \) (blue) and \( |1\rangle_0 \) (red) are highlighted. 

The spin–photon states \( |0\rangle_0 \) (dashed lines) and \( |1\rangle_0 \) (dotted lines), as defined in the main text, for \( |0\rangle_0 \) (blue) and \( |1\rangle_0 \) (red) as a function of \( \Delta/h \). The plot is obtained for \( t/h = 9.04 \text{ GHz} \), \( t_1/h = 7.99 \text{ GHz} \) and \( e/h = -1.03 \text{ GHz} \). The position in \( \Delta/h \) at which Fig. 1c was recorded is indicated by the yellow line.

### Triple–quantum–dot spin qubit

The spin qubit is formed by tuning the triple quantum dot into the three-electron regime. In Fig. 2a we show the charge stability diagram of the triple quantum dot, as measured by the charge detector. Regions with different charge configurations \( (k, l, m) \) are indicated, where the integers \( k, l \) and \( m \) express the number of electrons in the three dots. The qubit operation point is located in the narrow \( (1,1,1) \) region between the \( (2,0,1) \) and \( (1,0,2) \) regions. As illustrated in Fig. 2b, we introduce an asymmetry parameter \( \varepsilon \) and a detuning parameter \( \Delta \) to quantify differences in the energies \( E(i) \) of the three relevant charge configurations \( i \) in the absence of interdot tunnelling: \( \varepsilon = |E(2,0,1) - E(1,0,2)|/2 \) and \( \Delta = E(1,1,1) - [E(2,0,1) + E(1,0,2)]/2 \). Both parameters are tuned experimentally using the plunger–gate voltages: \( \varepsilon \) increases by increasing \( V_L \) and decreasing \( V_R \), whereas \( \Delta \) increases by increasing \( V_L \) and \( V_R \) while decreasing \( V_{\text{dc}} \). Other charge configurations are not relevant, because the charging energies of the quantum dots are of the order of 1 meV (240 GHz), much larger than the thermal energy \( k_B T = 3 \text{K} \) (620 MHz) for our experiments, which we performed at an electronic temperature of \( T = 30 \text{mK} \) (and where \( k_B \) is the Boltzmann constant). In general, there are eight different spin configurations for three spins. For the asymmetric charge configurations \( (2,0,1) \) and \( (1,0,2) \), the three triplet states within the doubly occupied dots do not play a part because the singlet–triplet splitting of roughly 1 meV (240 GHz) is much larger than the temperature. This leaves us with two relevant spin configurations for each of the two asymmetric charge configurations. Two of them, each with a \( z \) component of total spin of \( S_z = -1/2 \), are depicted in the top row of Fig. 2c. The other two are obtained by flipping the spin in the singly occupied dot, giving \( S_z = 1/2 \). These spin configurations of the asymmetric charge configurations couple by tunnelling to the spin configurations of the \( (1,1,1) \) charge configuration. The qubit states are formed by a coherent superposition of the five basis states with \( S_z = -1/2 \) (Fig. 2c)\(^{19} \). An equivalent set of basis states with \( S_z = 1/2 \), which differs only in the Zeeman energy, exists but is not depicted. Mixing of these different \( S_z \) states by an Overhauser field of about 5 mT is suppressed by the much larger externally applied magnetic field. The \( (1,1,1) \) states couple via the exchange interaction between electrons in neighbouring dots: an electron in the middle dot can be exchanged with an electron of opposite spin in the left or right dot by tunnelling to the asymmetric charge state.

We do not consider the \((1,1,1)\) state with \( S_z = 3/2 \) because, for our choice of external magnetic field \( B_{\text{ext}} = 200 \text{ mT} \), its energy is more
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**Fig. 1** Hybrid quantum device and vacuum Rabi splitting. a, Optical micrograph of the device split into three parts, showing the resonator, which is capacitively coupled to the input and output transmission lines. The region for the DC bias of gate L (see b) that connects to the centre of the resonator is indicated as a dashed black rectangle. b, False-colour scanning electron micrograph of the gate structure defined by electron beam lithography. The two white gates are kept at zero voltage in our experiments. The gate highlighted in orange is electrically connected to the resonator. The approximate positions of the left, middle and right quantum dots are indicated by dashed white circles; their corresponding plunger gates are labelled ‘L’, ‘M’ and ‘R’. The right plunger gate is biased with both DC and microwave (RF) signals. The triple quantum dot and quantum point contact (QPC) have separate ohmic source contacts \( S_{\text{QPC}} \) and a common drain contact (D). c, Resonator transmission \((A/\Delta f)^2\) as a function of resonator probe frequency \( f \) for the uncoupled (blue, inset) and coupled (red, main plot) configuration, showing vacuum Rabi mode splitting as a result of strong spin–photon coupling.

**Fig. 2** Spin-qubit operation regime. a, Differential quantum point contact current \( dI_{\text{QPC}}/df \), where \( x = V_L - V_R - V_{\text{dc}} \), as a function of different combinations of plunger gate voltages \( V_L \) and \( V_R \). \( V_{\text{dc}} \) are voltage offsets in the \( x \) and \( y \) directions. b, Schematic of the triple quantum dot, defining the asymmetry and detuning parameters \( \varepsilon \) and \( \Delta \), respectively. The three grey lines indicate the possible energy levels for the addition of the third electron. c, Illustration of the three electron states in the triple quantum dot that form the spin qubit. The states mix via tunnel couplings \( t_1 \) and \( t_2 \). d, Eigenenergies \( E/\hbar \) of the system illustrated in c as a function of \( E/\hbar \) for \( \Delta = -3 \) and symmetric tunnel coupling \( t_1 = t_2 = t \). Dashed lines indicate the energy of the charge states \( (2,0,1) \) and \( (1,0,2) \) for \( t_1 = t_0 = 0 \). The dash–dotted line is the eigenergie of the \( S = 3/2 \), \( S_\text{z} = 1/2 \) state, which does not couple to any of the other states (Supplementary Information, section S1). This line also corresponds to the energy of the \( (1,1,1) \) states \( t_1 = t_0 = 0 \). The spin–photon states \( |0\rangle_0 \) (blue) and \( |1\rangle_0 \) (red) are highlighted. e, Probabilities \( P(|0\rangle_1) \) (solid lines), \( P(|1\rangle_1) \) (dashed lines) and \( P(|0\rangle_0,|1\rangle_0) \) (dotted lines), as defined in the main text, for \( |0\rangle_0 \) (blue) and \( |1\rangle_0 \) (red) as a function of \( \Delta/h \). The plot is obtained for \( t/h = 9.04 \text{ GHz} \), \( t_1/h = 7.99 \text{ GHz} \) and \( e/h = -1.03 \text{ GHz} \). The position in \( \Delta/h \) at which Fig. 1c was recorded is indicated by the yellow line.
than \( h \times 1 \) GHz higher than the excited-state energy of the qubit (where \( h \) is the Planck constant). It therefore does not form the ground state of the system and does not coherently couple via fluctuations in the Overhauser field to the qubit states. The \( S_0 = 3/2 \) state becomes relevant to the three datasets in Fig. 3b–d reduces the number of free parameters. The arrows indicate the position of the vacuum Rabi mode splitting shown in Fig. 1c. The theoretically expected lines of constant qubit energy as a function of \( \phi \) are the eigenenergies of the coupled qubit–resonator system.

The value of \( \Delta/h = -1.44 \) GHz used for the vacuum Rabi measurement is indicated in Fig. 2e by a vertical yellow line, at which point both qubit states have a high \( P(1,1,1) \). A majority of the quantum information is stored in the spin degree of freedom, providing protection from charge decoherence. On the other hand, a finite qubit–photon coupling is generated by the admixture with asymmetric charge states\(^2\), apparent as finite \( P(1,0,2) \) and \( P(2,0,1) \) in Fig. 2e, similarly to other spin–qubit implementations\(^2\). The amount of charge admixture and hence the nature of the qubit in our system is electrostatically tunable with the parameter \( \Delta \). This is quantified in the spin–photon coupling strength \( g_c \) which is approximated in our qubit–operation regime as \( g_c = \frac{1}{2} + \sqrt{2}/4 \times (3 + \sqrt{3}) \Delta/t \), where \( g_c \) is the charge–photon coupling strength (Supplementary Information, section S2). We obtain \( g_c/(2\pi) = 71 \) MHz from the vacuum Rabi measurement in Fig. 1c.

**Qubit–resonator interaction**

Next we probe the energy spectrum of the qubit with the resonator. The theoretically expected lines of constant qubit energy as a function of detuning and asymmetry \( \varepsilon \) are indicated in Fig. 3a. At constant and equal tunnel couplings, the qubit energy exhibits a saddle point at \( \varepsilon = \Delta = 0 \), (labelled in Fig. 3a). At this point, the qubit energy is insensitive to dephasing in the \( \varepsilon \) and \( \Delta \) directions to first order\(^2\).

To extract contours of qubit energy, we apply a microwave probe tone at frequency \( \nu_p \) on-resonance with the resonator \( (\nu_p = \nu_c) \), tune the qubit energy \( \nu_c \) with \( \varepsilon \) and \( \Delta \), and measure the phase of the signal that is transmitted through the resonator (Fig. 3b–d). We observe a phase shift whenever the qubit and the resonator approach a resonance, \( \ell \Delta = \nu_c \). When the resonance is crossed, the phase changes sign. Determining these transition points in the \( \varepsilon \)–\( \Delta \) plane experimentally at fixed tunnel couplings maps the energy contour \( \ell \Delta = \nu_c \) reproducing one of the theoretically expected energy contours shown in Fig. 3a. We map different energy contours by changing the tunnel coupling. This is realized experimentally by changing the electrical potential of the gate lines between the plunger gates (see Fig. 1b).

From Fig. 3b to Fig. 3d, we increase the average tunnel coupling to map different contour lines of \( \ell \Delta \) (as labelled in Fig. 3a). We obtain the magnitude of both tunnel barriers for Fig. 3b–d from a fit to the resonance positions of the phase–response data. A simultaneous fit to the three datasets in Fig. 3b–d reduces the number of free parameters (Supplementary Information, section S4) and results in excellent agreement between theoretical and measured resonance conditions.

The tunability of the position of the resonator–qubit resonance via the tunnel coupling allows us to observe qubit–photon coupling at the saddle point in the qubit energy in Fig. 3c. Note that, as observed in...
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**Fig. 3** | Resonator response. a. Contour plot of the normalized qubit energy \( \ell \Delta \) for symmetric tunnel coupling \( t \) as a function of the asymmetry and detuning parameters \( \varepsilon \) and \( \varepsilon \). The energy contours are the saddle point in the qubit energy. The energeticallyfavoured three-electron charge configurations are also indicated. b–d, Phase difference \( \Delta \phi \) of the signal transmitted through the resonator, measured on-resonance for different tunnel-coupling configurations \( t_1 \) and \( t_2 \). The dashed lines indicate fits to the theoretical qubit energy contours (see a).
ArticlereSeArcH (points), which is the b as the (ref. 28). In Fig. 6a, we observe with increasing \( \delta \) average of \( \Delta \) and the spectroscopy response signal. By sweeping both the detuning \( \nu \) resonance as a function of spectroscopy frequency \( \Delta \). The solid line is a fit to the expected linear dependence c. Extracted qubit decoherence \( \gamma_{q}/(2\pi) \) (with standard errors) as a function of \( \Delta \) for three different tunnel-coupling configurations: \( \nu/\hbar = 8.74 \) GHz and \( \nu/\hbar = 8.12 \) GHz (squares), \( \nu/\hbar = 7.47 \) GHz and \( \nu/\hbar = 7.77 \) GHz (triangles), and \( \nu/\hbar = 8.10 \) GHz and \( \nu/\hbar = 7.86 \) GHz (circles). The value obtained from the linear fit in b is shown in green.

To characterize the strength of the resonator–qubit interaction further, we tune the qubit to a similar tunnel coupling configuration as in Fig. 3c, such that qubit and resonator are resonant at the saddle point in the qubit energy. We measure the resonator transmission spectra as a function of \( \Delta \) with \( \varepsilon \) set to the minimum of the qubit energy in \( \varepsilon = 0 \) (Fig. 4a), and as a function of \( \varepsilon \) with \( \Delta \) set to the maximum of the qubit energy in \( \varepsilon \). Both transmission spectra show a clear anti-crossing of qubit and resonator over a large range of detuning \( \Delta \) and asymmetry \( \varepsilon \). This anti-crossing is due to the strong coherent hybridization of the spin qubit and single microwave photons in the resonator. The eigenenergies of the coupled system are obtained via numerical diagonalization of the Jaynes–Cummings Hamiltonian. They agree with the experimentally observed transmission maxima in Fig. 4a, b.

The transmission spectra also confirm the saddle point in the qubit energy: in Fig. 4a we observe an energy maximum of the qubit around \( \nu_0 = 7.86 \) GHz, a drive-generator power of \( 0.75 \) nW and a resonator photon occupation of less than 1. The theoretically expected position of the phase-response minimum is indicated by a dashed line. On the right, a Lorentzian with a half-width at half-maximum of \( \nu_0 \) (black line) is fitted to a cut of the phase response (brown dashed line in the main panel; brown points). At the top we show \( \nu_0^2 \) (points), which is the average of \( \nu_0^2 \) over five successive cuts along \( \Delta \), along with its standard error (error bars).

In Fig. 5, the qubit spectroscopy signal is power-broadened. We define \( \Delta \nu_0^2 \) as the average of \( \nu_0^2 \) over five cuts along the \( \Delta \) direction in Fig. 5a and observe an increase in \( \Delta \nu_0^2 \) with increasing \( \Delta \) (top panel of Fig. 5a). To distinguish the effects of power broadening and qubit decoherence on \( \Delta \nu_0^2 \), we extract \( \gamma_{q}/(2\pi) \) by measuring \( \nu_0^2 \) as a function of the power of the spectroscopy tone (Fig. 5b) for different \( \Delta \) and three different tunnel-coupling configurations. We estimate the Purcell decay and the measurement-induced dephasing to be at least one order of magnitude smaller than \( \gamma_{q}/(2\pi) \) (Fig. 5c). For a high admixture of asymmetric charge states, we measure a maximum decoherence rate of \( \gamma_{q}/(2\pi) \approx 30 \) MHz. For a spin qubit with a more (1, 1, 1)–like character, we extract a minimum decoherence rate of \( \gamma_{q}/(2\pi) \approx 10 \) MHz, which corresponds to a dephasing time of \( T_2^* = 1/\gamma_{q} = 16 \) ns. This measurement demonstrates that storing the quantum information in the spin degree of freedom increases the coherence of the qubit.

For a theoretical model that describes the data in Fig. 5c quantitatively, different sources of noise would need to be considered. Charge noise that originates from electric-field fluctuations such as gate-voltage noise leads to dephasing, which is minimal at the saddle point in the qubit energy. We observe that \( \gamma_{q} \) is not minimal at this point (\( \Delta \approx 0 \) in Fig. 5c). This indicates that other noise sources, such as second-order charge-noise dephasing or phonons, are responsible for the observed qubit decoherence. Another source of noise is the fluctuating Overhauser field in the GaAs host material, which leads to inhomogeneous broadening of the line width of the qubit. This is a likely explanation for the lower limit of \( \gamma_{q}/(2\pi) \approx 10 \) MHz in Fig. 5a, consistent with previous studies that reported similar dephasing times for a resonant exchange qubit and other spin qubits in GaAs. To distinguish and quantify the contributions of the aforementioned noise sources to the experimental qubit decoherence, additional analysis such as time-resolved measurements is necessary.

Finally, we observe that the average photon number in the resonator is well below 1 for the measurement of the Rabi splitting. In the dispersive regime, the qubit frequency \( \nu_0 \) shifts as a function of the number of photons \( n \) in the resonator, which depends linearly on the power \( P_{gen,s} \) at the generator of the resonator probe tone. In addition, there is a Lamb shift in the qubit frequency due to the coupling to vacuum fluctuations. This results in a dressed qubit frequency \( \nu_q = \nu_q + (2n + 1)(\gamma/\pi)^2/2(\nu_q - \nu) \) (ref. 28). In Fig. 6a, we observe zero drive power (\( P_{gen,s} \to 0 \)) for finite drive power, such as in Fig. 5a, the spectroscopic signal is power-broadened. We define \( \delta\nu_q \) as the average of \( \nu_q \) over five cuts along the \( \Delta \) direction in Fig. 5a and observe an increase in \( \delta\nu_q \) with increasing \( \Delta \) (top panel of Fig. 5a). To distinguish the effects of power broadening and qubit decoherence on \( \delta\nu_q \), we extract \( \gamma_{q}/(2\pi) \) by measuring \( \nu_q \) as a function of the power of the spectroscopy tone (Fig. 5b) for different \( \Delta \) and three different tunnel-coupling configurations. We estimate the Purcell decay and the measurement-induced dephasing to be at least one order of magnitude smaller than \( \gamma_{q}/(2\pi) \) (Fig. 5c). For a high admixture of asymmetric charge states, we measure a maximum decoherence rate of \( \gamma_{q}/(2\pi) \approx 30 \) MHz. For a spin qubit with a more (1, 1, 1)–like character, we extract a minimum decoherence rate of \( \gamma_{q}/(2\pi) \approx 10 \) MHz, which corresponds to a dephasing time of \( T_2^* = 1/\gamma_{q} = 16 \) ns. This measurement demonstrates that storing the quantum information in the spin degree of freedom increases the coherence of the qubit.

Tunable qubit coherence and coupling strength

To characterize the spin qubit further, we now consider the shift in the resonator frequency due to qubit–resonator coupling in the dispersive regime, in which the qubit–resonator detuning is much larger than the qubit–photon coupling strength. In addition to the resonator probe tone at frequency \( \nu_0 = \nu_r \), a spectroscopy tone at frequency \( \nu_s \) is applied to the right plunger gate, indicated in Fig. 1b. At resonance with the qubit \( (E_q = \nu_q) \), the drive excites the qubit from its ground state \( |0_q \rangle \) to the excited state \( |1_q \rangle \). This results in a dispersive shift in the resonator frequency, which we detect as a drop in the phase-response signal. By sweeping both the detuning \( \Delta \) and the spectroscopy frequency \( \nu_s \) with \( \varepsilon \) set to the minimum of the qubit energy in \( \varepsilon = 0 \), we trace the spectroscopic qubit signal (Fig. 5a). This signal resembles the \( \Delta \) dependence of the observed (Fig. 4a) and calculated (Fig. 3a) qubit energy and is in good agreement with theory (dashed line in Fig. 5a).

The qubit decoherence \( \gamma_q/(2\pi) \) is equal to the half-width at half-maximum \( \Delta \nu_0^2 \) of the spectroscopic dip in the phase signal in the limit of zero drive power (\( P_{gen,s} \to 0 \)). For finite drive power, such as in Fig. 5a, the spectroscopic signal is power-broadened. We define \( \delta\nu_q \) as the average of \( \nu_q \) over five cuts along the \( \Delta \) direction in Fig. 5a and observe an increase in \( \delta\nu_q \) with increasing \( \Delta \) (top panel of Fig. 5a). To distinguish the effects of power broadening and qubit decoherence on \( \delta\nu_q \), we extract \( \gamma_{q}/(2\pi) \) by measuring \( \nu_q \) as a function of the power of the spectroscopy tone (Fig. 5b) for different \( \Delta \) and three different tunnel-coupling configurations. We estimate the Purcell decay and the measurement-induced dephasing to be at least one order of magnitude smaller than \( \gamma_{q}/(2\pi) \) (Fig. 5c). For a high admixture of asymmetric charge states, we measure a maximum decoherence rate of \( \gamma_{q}/(2\pi) \approx 30 \) MHz. For a spin qubit with a more (1, 1, 1)–like character, we extract a minimum decoherence rate of \( \gamma_{q}/(2\pi) \approx 10 \) MHz, which corresponds to a dephasing time of \( T_2^* = 1/\gamma_{q} = 16 \) ns. This measurement demonstrates that storing the quantum information in the spin degree of freedom increases the coherence of the qubit.

For a theoretical model that describes the data in Fig. 5c quantitatively, different sources of noise would need to be considered. Charge noise that originates from electric-field fluctuations such as gate-voltage noise leads to dephasing, which is minimal at the saddle point in the qubit energy. We observe that \( \gamma_{q} \) is not minimal at this point (\( \Delta \approx 0 \) in Fig. 5c). This indicates that other noise sources, such as second-order charge-noise dephasing or phonons, are responsible for the observed qubit decoherence. Another source of noise is the fluctuating Overhauser field in the GaAs host material, which leads to inhomogeneous broadening of the line width of the qubit. This is a likely explanation for the lower limit of \( \gamma_{q}/(2\pi) \approx 10 \) MHz in Fig. 5a, consistent with previous studies that reported similar dephasing times for a resonant exchange qubit and other spin qubits in GaAs. To distinguish and quantify the contributions of the aforementioned noise sources to the experimental qubit decoherence, additional analysis such as time-resolved measurements is necessary.
The data related to this study are available from the corresponding author on reasonable request.
Acknowledgements We acknowledge discussions with M. Russ and A. Stockklauser. We thank M. Collodo, P. Kurpiers and P. Märki for contributions to our experimental set-up. This work was supported by the Swiss National Science Foundation through the National Center of Competence in Research (NCCR) Quantum Science and Technology. U.C.M. and A.B. were supported by NSERC and the Canada First Research Excellence fund.

Reviewer information Nature thanks T. Meunier and the other anonymous reviewer(s) for their contribution to the peer review of this work.

Author contributions A.J.L., J.V.K. and P.S. fabricated the device. A.J.L. and J.V.K. performed the experiments. A.J.L. and J.V.K. analysed the data. U.C.M. and A.B. provided theory support for the experiment. C.R. and W.W. grew the wafer material. A.J.L., J.V.K., T.I. and U.C.M. wrote the manuscript with the input of all authors. A.W., K.E. and T.I. supervised the experiment.

Competing interests The authors declare no competing interests.

Additional information Supplementary information is available for this paper at https://doi.org/10.1038/s41586-018-0365-y. Reprints and permissions information is available at http://www.nature.com/reprints.

Correspondence and requests for materials should be addressed to A.J.L.

Publisher's note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.